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Abstract 
Globally, many wetlands and lakes are at risk for further loss, which may have unintended consequences for downstream river discharge, including exacerbating flood and drought impacts. Sentinel-1 and Sentinel-2-basedWe converted multi-sensor surface water extent was converted to a time series of surface water storage. We developed trained four Long Short-Term Memory (LSTM) models, that differed in their inclusion of storage data and catchment characteristics, to simulate daily river discharge (2016-2023) for select watersheds across the conterminous United States. Adding surface water to a meteorology only model or in addition tometeorology and catchment characteristics model improved upon model Nash-Sutcliffe Efficiency (NSE) in 80.6% of the watersheds. Residuals during Decreases in low flow (Q70) events decreased by daily residuals averaged 47.6% when adding storage to meteorological data. Improvements were most consistent in ecoregions with a high density of non-floodplain lakes and wetlands, in particular watersheds with more non-floodplain waterbodies. This effort represents the first exploration to ingest and train a multi-watershed LSTM on landscape scale remotely sensed time series of surface water storage.
These findings can support wetland restoration efforts and improve predictions of extreme hydrologic events.
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1 Introduction
Much of the freshwater stored in wetlands, ponds, lakes, and floodplains, has been lost or degraded over time (Brooks et al. 2016; Fluet-Chouinard et al. 2023), attributable to agricultural and urban development, invasive species, pollution, and sea level rise (Van Asselen et al. 2013; Schieder et al. 2018), with a 30% decrease in global wetland extent between 1970 and 2008 (Dixon et al. 2016). Changes to surface water storage (SWstorage) may have unintended consequences for river systems, yet our understanding of how SWstorage influences river discharge still has serious limitations (Golden et al. 2021). Hydrologic modeling efforts have demonstrated that potential SWstorage, in select, wetland-dense watersheds, can increase baseflow (McLaughlin et al. 2014; Ameli and Creed 2019; Yeo et al. 2019) and reduce high flows (Evenson et al. 2018; Yeo et al. 2019; Wu et al. 2020). However, it is still unclear if the influence of SWstorage, particularly relative to the influence of meteorological inputs and catchment characteristics (e.g., geology, vegetation) (Beck et al. 2015; Trancoso et al. 2016; Addor et al. 2017), can be discerned at greater spatial scales and across watersheds varying in their SWstorage capacity. An improved understanding of wetland-river interactions can help prioritize protection and guide restoration of wetlands and other waterbodies, and in turn, potentially reduce the impact of extreme climate events such as flood-hazard exposure and drought on river systems and the communities that they travel through (Roni et al. 2019; Singh et al. 2019). Here, we developed generated multiple Long Short Term Memory (LSTM) models, each trained on a distinct combination of variable groups, to assess when and where accounting for SWstorage dynamics improved predictions of river discharge. 
Efforts to model river discharge commonly utilize hydrological models, which use datasets to parameterize and calibrate a mathematical representation of the hydrological cycle (e.g., Fathy et al. 2015; Seiller et al. 2015; Rajib et al. 2020; Mahoney et al. 2023). Discharge has also been modeled using machine-learning or statistical approaches (Slater and Villarini 2017; Wasko and Sharma 2017; Jibril et al. 2022). Given sufficient data, empirical relationships can be derived between hydrologic inputs and outputs (Beven 2020). Increasingly, deep-learning methods, like artificial neural networks, have proven effective in predicting or forecasting discharge (Maier et al. 2023). Specifically, Long Short-Term Memory (LSTM) models, which are recurrent neural networks designed for time series simulations (Hochreiter and Schmidhuber 1997), can effectively learn long-term temporal dependencies between variables to predict discharge and model rainfall-runoff (Tang et al. 2023; Kratzert et al. 2018). Consequently, LSTM’s have been applied to stream discharge data across regions, including the conterminous United States (CONUS; Feng et al. 2020; Konapala et al. 2020; Xie et al. 2022; Wilbrand et al. 2023). 
Previous LSTM efforts have demonstrated the value of including catchment characteristics (Kratzert et al. 2019; Wilbrand et al. 2023), but have not yet tested the inclusion of SWstorage dynamics. LSTMs have been used to predict water level in lakes (e.g., Barzegar et al. 2021; Yao et al. 2023; Zhang et al. 2023; Du et al. 2024), but rarely have wetland or lake dynamics been considered in predicting discharge. A few LSTM efforts have included wetland or lake fraction as a static catchment attribute (e.g., Althoff et al. 2021; Yu et al. 2024). More commonly LSTMs have been used to improve predictions of reservoir outflows (Ouyang et al. 2021; Tandon and Sen, 2024; Li et al. 2025). Reservoirs, which regulate flow, tend to occur on a stream network. Several studies have shown that incorporating time series of reservoir storage improves LSTM estimates of reservoir outflows (Lang et al. 2025; Tran et al. 2025). But to our knowledge no prior LSTM studies have incorporated landscape-scale time series of surface water. This gap is particularly important for non-floodplain surface water which show very different temporal lags relative to a reservoir (Lane et al. 2018). 
Instead, Mmost previous efforts exploring the influence of SWstorage on discharge have instead been limited tooccurred in small, wetland-dense watersheds, and relied on process-based hydrologic models, like the Soil and Water Assessment Tool (SWAT; Evenson et al. 2015, 2018; Rajib et al. 2020; Zeng et al. 2020), PHYSITEL/HYDROTEL (Fossey et al. 2015; Wu et al. 2020), or Hydrologic Modeling System (HEC-HMS) (Grimm and Chu 2020). Incorporating depressions or wetlands into hydrological models has been shown to improve streamflow simulation accuracy (e.g., Fossey et al. 2015; Grimm and Chu, 2020; Rajib et al. 2020), particularly for wet and dry periods (Zeng et al. 2020; Golden et al. 2021), where the loss of wetlands, or SWstorage, can increase the variability of downstream flow (Lee et al. 2018). While these studies provide critical insights into wetland-river interactions (Golden et al. 2021), most efforts have estimated storage capacity from a digital elevation model (DEM), alone (Evenson et al. 2015; Grimm and Chu 2020; Rajib et al. 2020; Zeng et al. 2020) or utilized a static wetland map (Wu et al. 2020). Very few, all limited in geographic extent, have tested using remotely sensed surface water to inform or calibrate hydrologic model parameters (e.g., Evenson et al. 2018; Lee et al. 2018; Yeo et al. 2019).
In watersheds with limited SWstorage capacity external to the stream network, precipitation is captured by vegetation, infiltrates the soil, or is transported downgradient as infiltration-excess or saturation-excess runoff (Eamus et al. 2006). In contrast, for watersheds with wetlands and lakes, precipitation can be stored and gradually released through time - via groundwater baseflow, fill-spill surface runoff, or fill-and-merge with streams (Cohen et al. 2016; Rains et al. 2016; Vanderhoof et al. 2016; Stepchinski et al. 2023). This introduces a delayed or attenuated release of surface water into the stream network, with the delay length depending on its watershed position (Shaw et al. 2012; Kuppel et al. 2015; Wu et al. 2020). Hence, the influence of SWstorage on discharge is not expected to be uniform across watersheds.  

[bookmark: _Hlk93487685]Satellites provide a mechanism to track landscape-scale surface water temporal dynamics (e.g., Jones 2019; Vanderhoof et al. 2023). The short return-interval of the Moderate Resolution Imaging Spectroradiometer (MODIS), for instance, has made it appealing for hydrologic applications, most commonly and correlating river discharge with MODIS-based surface water extent (Zimba et al. 2018; Fuentes et al. 2019; Hou et al. 2020; Soulard et al. 2022). Other satellites, including multispectral - like Landsat (Allen et al. 2020) and Sentinel-2 (Filippucci et al. 2022), and radar, including altimeter (Tourian et al. 2017), Sentinel-1 (Mengen et al. 2020), and microwave (Van Dijk et al. 2016), have been used to predict discharge directly by estimating river width. HoweverYet, since both inundation extent and river discharge are informed by meteorological conditions, it is impossible to attribute the influence of surface water on discharge, using a positive correlation alone. Despite this, efforts to isolate the influence of surface water by modeling discharge as a function of meteorology and surface water have been limited (e.g., Heimhuber et al. 2017).
Integrating remotely sensed surface water extent into a hydrologic modeling framework will require converting extent (m2) to storage (m3). In wetland dense regions, area to volume equations are available for small depressional wetlands (Hayashi and van der Kamp 2000; Minke et al. 2010), while at the watershed scale, DEM contour mapping and sink fill methods can map depressional wetland storage capacity (Wu and Lane 2016; Rajib et al. 2020; Bian et al. 2021). For deeper waterbodies, like lakes, adjacent topography (Xiao et al. 2023) or lake depth can be used to estimate lake bathymetry (Khazaei et al. 2022). HoweverNonetheless, none of these approaches were intended to monitor change in storage over time and their efficacy across diverse water body types (e.g., inundated floodplains, lakes, wetland depressions, riparian wetlands) remains untested. Alternatively, existing sensors to measure changes in water storage are coarse in resolution, like the Gravity Recovery and Climate Experiment (GRACE; Vishwakarma et al. 2018), limited in collection length, like the Surface Water and Ocean Topography (SWOT) satellite mission (Papa and Frappart, 2021), or typically limited to localized efforts, like Synthetic Aperture Radar interferometry (InSAR) (Adeli et al. 2020). Consequently, we currently lack an approach to convert time series of landscape-scale, remotely sensed surface water extent to SWstorage.
Further research is needed to understand where and when inundation dynamics within wetlands and lakes may show a detectable influence on river discharge. Process-based hydrologic modeling efforts to date on this topic have been limited to single, small, wetland-dense watersheds, and no hydrological modeling or LSTM analyses, that we are aware of, have ingested and trained a multi-watershed model on landscape scale remotely sensed time series of SWstorage. Consequently, our research questions were, (1) How does the inclusion of dynamic SWstorage affect LSTM model performance, and do SWstorage related changes in model performance vary regionally and temporally? And (2) to what extent is there an association between regions with high or low SWstorage and LSTM model performance improvements? To answer these questions we used Sentinel-1 and Sentinel-2 based surface water algorithms (Vanderhoof et al. 2023) to track surface water extent for 2016-2023 at two-week timesteps across 72 watersheds in the conterminous U.S. We used a DEM-based approach to convert surface water extent to SWstorage. We then developed trained four LSTMs, testing the inclusion and exclusion of SWstorage and catchment characteristic variables. Our multi-model approach was designed to facilitate deep learning model interpretation and explore how accounting for SWstorage may influence our ability to predict river discharge. 
2 Materials and Methods
2.1 Watersheds and time period
A total of 72 gaged, inland watersheds within CONUS were selected from the Geospatial Attributes of Gages for Evaluating Streamflow-II data set (GAGES-II) (Figure 1) based on the rubric described below. The GAGES-II dataset is limited to watersheds within CONUS that are the least disturbed by human activities (Falcone 2011). Watershed size influences runoff (Pilgrim et al. 1982) and potential storage capacity, especially via lakes, therefore we prioritized selecting non-nested watersheds within a bounded size class. Of the watersheds, 80% were between 1500 km2 and 5000 km2 (complete range was 292 km2 to 9918 km2) (Figure 1). Watershed sizes closely reflect those of 8-digit hydrological units (HUC08, average size = 4374 km2), a scale commonly utilized by federal and state agencies (Griffith et al. 1999). In comparison, most of the Catchment Attributes and Meteorology for Large-sample Studies (CAMEL) watersheds are small (86%<1500 km2), with only 74 watersheds (11%) between 1500 and 5000 km2 (Newman et al. 2014). We stratified watersheds by the regions (6 per region) used to train the Sentinel-1 and Sentinel-2 satellite-based surface water algorithms to maximize the accuracy of the algorithms (Vanderhoof et al. 2023). The algorithms were used to track surface water dynamics over time. However, the intensity of computing resources needed to process the Sentinel-1 and Sentinel-2 imagery also limited the number of watersheds that was feasible to include. Further, while complete avoidance of dams was not feasible, potential watersheds were reviewed to avoid the inclusion of major dams (i.e., dams >15.2 m high with a storage capacity of >6.17 million m3; National Atlas of the United States 2006) near watershed outlets that could severely impact flow dynamics (Rajib et al. 2020). We recognize that watershed selection inherently introduces uncertainty. For example, our watersheds were under-sampled in the northeastern U.S. and mountainous regions where a high proportion of forest cover and steep slopes, respectively, tend to increase our uncertainty in mapping surface water. 
Our study period (2016-2023) was chosen to match the data selected to coincide with the availability fromof Sentinel-1 and Sentinel-2 imagerymissions. Annual precipitation (2016-2023) averaged 967 mm and ranged from 325 mm to 1659 mm (GRIDMET; Abatzoglou 2013) between watersheds. Annual aridity (potential evapotranspiration/precipitation; TerraClimate, 4.6 km; Abatzoglou et al. 2018; Figure 1) ranged from 0.84 to 5.88 with a median value of 1.27, where higher values represent more arid watersheds (Budyko 1958). Land cover was dominated by agriculture (36 watersheds), forest (18 watersheds) and grassland or shrub/scrub (13 watersheds) (Homer et al. 2020). Wetland area averaged 5.6% and ranged from 1.1% to 48.7% (USFWS 2019; Table A1). Watersheds were clustered geographically into nine groups, using the level 3 ecoregions (Omernik and Griffith 2014): (1) Mid-Atlantic (n=5), (2) Southern Coastal Plain (n=7), (3) South-Central Plains (n=11), (4) Great Plains (n=13), (5) Northern Forests (n=7), (6) Prairie Pothole Region (n=11), (7) Middle Rockies (n=6), (8) Northwest (n=6), and (9) Southwest (n=6) (Figure 1).
To contextualize the climate conditions represented by the 8-year period (2016-2023), we converted the GRIDMET 5-day Palmer Drought Severity Index values (PDSI; Abatzoglou 2013) to a rank percentile for 1980-2023, where 100% represented the wettest PDSI for the 44-year period. Relative to the 44-year period, the 8-year period (2016-2023) had a median PDSI of 62%, indicating that our study period was slightly wetter than average. Most watersheds exhibited a wide range of PDSI conditions with the minimum and maximum PDSI rank percentile for the 2016-2023 period averaging 5% and 100%, respectively (Table A1).
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Figure 1. Selected U.S. Geological Survey (USGS) gaged watersheds (blue polygons) in relation to median aridity (2016-2023), where increased aridity is indicated in yellow. Black lines encompass the labeled ecoregions. A histogram equalize stretch was applied to present the aridity data. 

2.2 Hydrological, meteorological, and catchment characteristic variables
We acquired daily stream discharge from the USGS National Water Information System (https://waterdata.usgs.gov/nwis) for January 1, 2016 to December 31, 2023 and converted it to daily mean m3 sec-1. Meteorological variables included daily GRIDMET (4 km resolution; Abatzoglou 2013) (1) precipitation, (2) surface downward shortwave radiation, (3) minimum temperature, (4) maximum temperature, (5) vapor pressure deficit, and (6) daily grass reference evapotranspiration. From DAYMET V4 (1 km resolution; Thornton et al. 2022), (7) daily snow water equivalent (SWE), (8) total precipitation, with all forms converted to water-equivalent, and from MODIS, (9) 8-day evapotranspiration (ET), which incorporates leaf area index (LAI) to improve estimates of transpiration (Mu et al. 2014) (Table 1). Both GRIDMET and DAYMET V4 rely on surface observations. DAYMET V4 directly interpolates observations with supporting data sources, while GRIDMET blends high-resolution spatial data from PRISM with high-temporal resolution data from the National Land Data Assimilation System (NLDAS) (Abatzoglou 2013; Thornton et al. 2022). The 8-day MODIS ET was linearly interpolated using forward fill to daily ET.  
Catchment attributes included in our analysis were related to: (1) topography, (2) land cover, land use, and vegetation, and (3) soil and geology. We used the 2019 National Land Cover Database to quantify the fraction of each watershed classified as developed or urban (low, medium and high intensity), agriculture (cultivated crops, hay/pasture), and forest (evergreen, deciduous, mixed) (Homer et al. 2020). We also included the watershed proportion with irrigated agriculture (Pervez et al. 2010) and predicted to be tile drained agriculture (Valayanmkunnath et al. 2020), both of which can influence the timing of water being extracted from or added to river discharge. Topography was characterized using mean elevation and slope from the 10 m USGS DEM (Gesch et al. 2022). To characterize the amount of vegetation, we included the peak monthly MODIS LAI  (Figure 23) and annual range in monthly MODIS LAI (Yang et al. 2006). Since even small dams can affect flow dynamics (Graf 1999), we included the number of dams, total dam storage and average distance from dams to watershed outlet (US ACOE 2009; Falcone 2011). Soil and geological attributes, including average depth to bedrock, geologic permeability, fraction silt, clay, and sand (Figure 23), as well as rainfall and runoff factor (Table 1), which reflects the long-term (1971-2000) average rainfall amount and peak intensity for storm events. These variables were obtained from the GAGES-II attributes and originally derived from the Soil Survey Geographic (SSURGO) Database (Falcone 2011). 


Table 1. Forcings, surface water time series, and catchment attribute variables used as inputs to the Long Short-Term Memory (LSTM) models. As multiple LSTM models were generated, the inclusion of each variable group is indicated after each heading. MET: meteorological, SW: surface water, CC: catchment characteristics, GAGES: Geospatial Attributes of Gages for Evaluating Streamflow, DEM: digital elevation model, NLCD: National Land Cover Database, MODIS: Moderate resolution imaging spectroradiometer, LAI: leaf area index, SSURGO: Soil Survey Geographic Database, ~ indicates a static attribute
	Meteorological Forcings (MET, MET+SW, MET+CC, ALL)
	Units 
	Frequency
	Source 

	Precipitation (daily)
	mm 
	daily
	GRIDMET (Abatzoglou 2013) 

	Precipitation (all forms; daily)
	mm 
	daily
	DAYMET V4 (Thornton et al. 2020) 

	Snow water equivalent (daily)
	kg m-2 
	daily
	DAYMET V4 (Thornton et al. 2020) 

	Surface downward shortwave radiation (daily)
	W m-2 
	daily
	GRIDMET (Abatzoglou 2013) 

	Minimum temperature (daily)
	K 
	daily
	GRIDMET (Abatzoglou 2013) 

	Maximum temperature (daily)
	K 
	daily
	GRIDMET (Abatzoglou 2013) 

	Vapor pressure deficit (daily)
	kPa 
	daily
	GRIDMET (Abatzoglou 2013) 

	Daily grass reference Eevapotranspiration (grass reference) (daily)
	mm 
	daily
	GRIDMET (Abatzoglou 2013) 

	Evapotranspiration (MOD16A2) 
	mm 
	daily
	MODIS (Mu et al. 2014) 

	Surface Water Time Series (MET+SW2, ALL M4)
 
 

	Surface water storage (total)
	m3 
	daily
	Vanderhoof et al. (2023) 

	Surface water storage (floodplain) 
	m3 
	daily
	Vanderhoof et al. (2023) 

	Surface water storage (non-floodplain) 
	m3 
	daily
	Vanderhoof et al. (2023) 

	Surface water storage (stream connected) 
	m3 
	daily
	Vanderhoof et al. (2023) 

	Surface water storage (stream disconnected) 
	m3 
	daily
	Vanderhoof et al. (2023) 

	Catchment attributes (MET+CC3, ALL M4)
units 
  

	Topography 
	
	
	

	Catchment area 
	km2 
	~
	GAGES-II (Falcone 2011) 

	Elevation (mean) 
	m    
	~
	DEM (Gesch et al. 2002) 

	Slope (mean) 
	m km-1 
	~
	DEM (Gesch et al. 2002) 

	Land Cover 
	
	
	

	Developed 
	fraction 
	~
	NLCD (Homer et al. 2020) 

	Agriculture 
	fraction 
	~
	NLCD (Homer et al. 2020) 

	Forest 
	fraction 
	~
	NLCD (Homer et al. 2020) 

	Irrigated agriculture
	fraction 
	~
	MODIS (Pervez et al. 2010) 

	Tile drained agriculture
	fraction 
	~
	Valayamkunnath et al. (2020) 

	Maximum monthly LAI 
	~ 
	~
	MODIS MCD15A3H (Yang et al. 2006) 

	LAI maximum – LAI minimum (monthly)
	~ 
	~
	MODIS MCD15A3H (Yang et al. 2006) 

	Number of dams
	count
	~
	GAGES-II (Falcone 2011) 

	Dam storage
	megaliters km-2
	~
	GAGES-II (Falcone 2011) 

	Distance from dams to gage (mean)
	km 
	~
	GAGES-II (Falcone 2011) 

	Soil and Geology  
	
	
	

	Depth to bedrock 
	cm  
	~
	SSURGO (Falcone 2011) 

	Geological permeability 
	cm day-1 
	~
	SSURGO (Falcone 2011) 

	Silt Fraction 
	fraction 
	~
	SSURGO (Falcone 2011) 

	Clay fraction 
	fraction 
	~
	SSURGO (Falcone 2011) 

	Sand fraction 
	fraction 
	~
	SSURGO (Falcone 2011) 

	Rainfall and Runoff Factor 
	~ 
	~
	SSURGO (Falcone 2011) 
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Figure 23. Catchment characteristics including (a) annual precipitation, (b) maximum monthly leaf area index, (c) percent sand, (d) percent slope, (e) total floodplain surface water, and (f) total non-floodplain surface water. 

2.3 Surface water estimates
2.3.1 Surface water extent time series
Surface water extent was mapped using Sentinel-1 (S1) and Sentinel-2 (S2) based algorithms, which utilize gradient boosted regression models to classify individual S1 and S2 images into open water (e.g., lakes, ponds, rivers), vegetated water (e.g., wetlands, riparian corridors) and non-water (Vanderhoof et al. 2023). All images, collected between January 1, 2016 and December 31, 2023, overlapping each of the gaged watersheds, were classified. Although Landsat can provide a longer temporal record of surface water dynamics, observations are restricted to periods free of clouds, snow, and ice, meaning that complete estimates would be limited to a monthly or coarser timestep and for a subset of watersheds, exclude months with persistent snow cover (Egorov et al. 2019). While S2 faces similar challenges as Landsat (Yang et al. 2020), the more frequent S2 revisit (5 days using both Sentinel-2A and Sentinel-2B), and complementary derivation of surface water from the SAR satellite, S1, helped minimize cloud and snow data gaps. We used the Cloud Probability dataset produced by Copernicus to mask S2 pixels with a cloud probability of >30%. Cloud shadows were identified and masked as pixels with a near-infrared value of <0.17 within the estimated shadow location, derived from the Cloud Probability dataset and the mean solar azimuth angle, and buffered by 5 pixels to account for uncertainty in shadow length (Vanderhoof et al. 2023). We used the MODIS snow cover (500 m) product to mask out S2 pixels classified as snow or ice. Complete details on the algorithms are presented in Vanderhoof et al. (2023). 
The S1 algorithm has a documented omission and commission error of 3.1% and 0.9% for open water, and a 28.4% and 16.0% commission error for vegetated water, respectively. The S2 algorithm has an omission and commission error of 3.1% and 0.5% for open water, and a 10.7% and 7.9% commission error for vegetated water, respectively (Vanderhoof et al. 2023). When the algorithms were consolidated to a monthly time-step, errors of omission and commission for water (open and vegetated water) averaged 1.6% and 10.4%, respectively (Vanderhoof et al. 2024). The use of a water mask (Appendix A) was previously shown to reduce commission error to 6.5% for the monthly time step (Vanderhoof et al. 2024). 
In our study, the classified images were consolidated at a 14-day time step, integrating an average of two S2 images and two S1 images for 2017-2021, and two S2 images and one S1 image for 2022-2023. This composite period minimized data gaps and maximized consistency between the classifications by improving the probability that clear-sky optical data was included in each timestep. Pixel values were assigned as the majority classification, water (defined as open water plus vegetated water), or non-water (Figure 32). If observations of water and non-water were equal, then the open water classification, if present, was prioritized, to improve the probability that peak surface water extents were captured. In the absence of an open water classification, non-water was prioritized over vegetated water to reduce commission error (Fig. 2), consistent with a higher accuracy of the open water class relative to the vegetated water class (Vanderhoof et al. 2023). Where no valid observations were present in the 14-day period, pixels were gap-filled using observations from the t-1 and t+1 timestep, and as needed from t-2 and t+2 timestep (Figure 23; Appendix A). Additional details are provided in Appendix A. We used the terms inundation and surface water interchangeably throughout the paper to represent surface water that is external to streams or rivers.
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Figure 32. Flowchart showing data processing and analysis including the development of the surface water extent and surface water storage time series, as well as the development of the Long Short-Term Memory models. USGS: United States Geological Survey, NHD: National Hydrography Dataset, MET: meteorological data; NA: not available
2.3.2 Conversion of surface water extent to storage 
We converted surface water extent to SWstorage for pixels classified as open water or vegetated water at each two-week time step (Figure 32). The WhiteboxTools Open Core was used to calculate the depth of sink (i.e., the depth of the SWstorage feature, such as a wetland or depression) from the U.S. Geological Survey, 3D Elevation Program 10-meter resolution digital elevation model (DEM). However, many waterbodies, including most wetlands, are shallower than the reported vertical accuracy of the DEM (vertical RMSE = 82 cm, Stoker and Miller 2022), so that the initial estimates of depth for these waterbodies would be zero or near zero (Figure A1). To provide a more complete estimate of storage capacity, we generated the stochastic depression probability for each watershed (Figure 32). This tool uses a Monte Carlo method to account for the DEM vertical uncertainty when mapping depressions (Lindsay and Creed 2006). The output is a probability (0-100%) that a pixel is within a depression (Figure A1). Where the depth of sink was <1 m and the pixels were classified as open water, we used a 1:1 ratio to convert the depression probability to a depth in cm (range = 1 to 100 cm), reasoning that depressions with a higher probability could be presumed to be deeper than depressions with a lower probability. Where the depth of sink was <1 m and pixels were classified as vegetated water, we used a 1:0.5 ratio (range = 1 to 50 cm) to convert depression probability to depth. These conversions produced a range of depths consistent with wetland depressions (Hayashi and van der Kamp 2000; Nilsson et al. 2013), and wetlands with rooted vegetation (Haag et al. 2005; Raulings et al. 2010), respectively. Surface water outside of topographic depressions can occur with flood events or because of erroneous DEM flowpaths resulting from the presence of features like bridges, roads, ditches, and tile drains (Lindsay and Dhun 2015). Therefore, where the probability of a depression was <10%, pixels were assigned a nominal depth of open water = 10 cm and vegetated water = pixels were assigned a nominal depth of 10 cm and 5 cm, respectively  (Figure 32). 
While this approach provides a novel method to convert surface water extent to storage, there are several sources of uncertainty. The depth of water in large lakes was likely under-estimated by the depth of sink tool. Further, as depth at each time step is based on an estimated fill depth, it is constant for a given pixel over time, except for transitions between shallow (1< m) open and vegetated water. Consequently, changes in volume reflected changes in water extent and the corresponding estimated water depths within that extent. This means that variability in SWstorage over time will be underestimated, as fluctuations in depth for a water pixel at two adjacent timesteps will not be accounted for.  
SWstorage for each watershed at each time step was summarized as (1) total SWstorage (i.e., across the entire watershed), (2) SWstorage (floodplain), (3) SWstorage (non-floodplain) (Figure 23), (4) SWstorage (stream connected), and (5) SWstorage (stream disconnected) (Figure 32). The floodplain was defined as the 100-year floodplain (Woznicki et al. 2019). SWstorage at each time step was classified as stream connected if it was adjacent to or connected with the rasterized (20 m) NHD high resolution flowlines classified as intermittent or perennial streams, named artificial paths, or NHD waterbodies that occurred along the stream network (USGS 2022). All five SWstorage variables were linearly interpolated to daily values using forward fill. Although the interpolation introduced additional uncertainty by over-simplifying the SWstorage dynamics, it was necessary to match the daily timestep of the discharge and meteorological variables. 

2.4 Derivation and analysis of Long Short-Term Memory models
2.4.1 Model derivation
LSTMs were used to model daily river discharge for 2016-2023 as a function of daily meteorological and SWstorage time series, as well as catchment characteristics. Each LSTM was trained across all watersheds jointly. While all four LSTMs were trained and run using meteorological data, they varied in their inclusion or exclusion of the SWstorage variables and catchment characteristics (CC) (Table 1):
M1.  Meteorological time series variables only [MET]
M2.  Meteorological and SWstorage time series variables [MET+SW] 
M3.  Meteorological time series and catchment characteristics [MET+CC]
M4.  Meteorological, surface water times series and catchment characteristics [ALL]
In comparing the MET1 to MET+SW2 we sought to evaluate the impact of adding SWstorage dynamics to a model , M1, trained only on meteorological data. Since some catchment characteristics could reflect differences in surface water dynamics, we compared MET+CC3 to M4 ALL in order to assess if SWstorage dynamics still provided additional relevant information to improve model performance. Daily discharge was the dependent variable in each LSTM. Data from January 1, 2016 – December 31, 2020, at a daily timestep, were used to train each LSTM and tune hyperparameters (i.e., training period). Because of the limited time series length, a validation set was not used to tune hyperparameters. Daily data from January 1, 2021 – December 31, 2023 were used to evaluate model performance (i.e., test period). 
LSTMs were originally proposed to solve the problem of vanishing and exploding gradients in Recurrent Neural Networks trained on long sequences, which limited their ability to adequately reflect the influence of antecedent meteorological conditions when predicting river discharge (Hochreiter and Schmidhuber 1997). Unlike Recurrent Neural Networks that stack contextual information using only the hidden state, LSTMs have dedicated memory cells controlled by gates to remember long-term information and exclude irrelevant information. The memory cell varies slowly and is updated by adding new information rather than multiplying, while the hidden state changes relatively fast (Xie et al. 2022). Therefore, a LSTM at each time-step requires, (1) x[t], the value at time t, (2) h[t-1], the hidden state value from the previous time step, and (3) c[t-1], the memory cell value from the previous time step. The LSTM models in this analysis were developed trained using NeuralHydrology, specifically the CudaLSTM, a LSTM model class built on PyTorch’s CUDA LSTM implementation (Kratzert et al. 2022). Given an input sequence  = [[1],…., [T]] with a total of T time steps, where each element [t] is a vector containing the input features or model inputs at time step t (1 ≤ t ≤ T), these equations characterize a forward pass through the LSTM:
   			[1]
  			[2]
 			[3]
  			[4]
                                   [5]
 tanh(c[t]),                             		[6]
where i[t] is the input gate, f[t] is the forget gate, g[t] is the cell input, o[t] is the output gate, and x[t] is the network values at time step t (1 ≤ t ≤ T), where the length of T is determined by the input sequence length. Further, h[t−1] is the hidden state and, c[t−1] the cell state from the previous time step. In the first-time step, the hidden and cell states are initialized as a vector of zeros. W, U, and b are learnable parameters for each gate, where subscripts indicate which gate the specific weight matrix or vector is applied to. The equations also utilize sigmoid functions (σ), hyperbolic tangent functions (tanh), and element-wise multiplication (⊙). The cell states (c[t]) characterize the memory of the system. The cell states can get modified by the forget gate (f[t]), which can delete states, and the input gate (i[t]) and cell update ([t]), which can add new information. In the latter scenario, the cell update is the information that is added and the input gate controls into which cells the new information is added. Lastly, the output gate (o[t]) controls which information, stored in the cell states, is outputted. Additional algorithm details are provided in Appendix A as well as provided in Kratzert et al. (2019; 2022).
We tested a suite of hyperparameter values for each of the four LSTM models including (1) the hidden size (32, 64, 128, 256) which refers to the number of features used to compute each hidden state, (2) the dropout rate (0, 0.2, 0.3, 0.4) or the proportion of the hidden state that is randomly dropped during training to help avoid overfitting, (3) the batch size (256, 512, 1024) which refers to the number of training samples or observations included in each iteration step,  (4) epochs (30, 50, 100), where one epoch refers to the number of iterations before all of the training samples or observations are used once to update model parameters (Kratzert et al. 2018), and (5) the length of training instances or input sequence length (90, 182, 365), which refers to the number of timesteps or days before each observation considered in the model (Xie et al. 2022; Table 2). Using an Adam optimizer, the learning rate decayed from 0.001 (initial) to 0.0005 (after 10 epochs), and then to 0.0001 (after 20 epochs). The Nash-Sutcliffe efficiency (NSE) was used as the loss function. Since the Mean Squared Error (MSE) from a high discharge watershed is generally larger than from a low discharge watershed, using MSE as the loss function would underweight low discharge watersheds (Kratzert et al. 2019; Xiang et al. 2020). The loss function was calculated as a function of the difference between the observed and simulated discharge and was used to update the model weights and biases between each model iteration. We selected the hyperparameters that maximized NSE on the training set.

Table 2. Selected hyperparameter values for each Long Short-Term Model (LSTM). MET: meteorological data; SW: surface water, CC: catchment characteristics
	Hyperparameter
	M1 [MET]
	M2 [MET+SW]
	M3 [MET+CC]
	M4 [ALL]

	Hidden size
	256
	256
	128
	256

	Dropout rate
	0.2
	0.2
	0.4
	0.2

	Epochs
	100
	100
	100
	100

	Batch size
	256
	256
	256
	256

	Input sequence length
	365
	365
	365
	365



2.4.2 Model uncertainty
Uncertainty in a deep learning models like LSTMs is inherent, but difficult to quantify, as it accumulates from noise in the input data, sampling and training data decisions, as well as model parameterization and generation (Fang et al. 2020; Klotz et al. 2022). To help quantify LSTM uncertainty related to within model development, we evaluated changes in median NSE with increasing epochs, or how each model performance changed with each iteration of training samples used to update model parameters, across all watersheds and by region. In addition, because of the stochastic nature of deep learning models, each trained LSTM model will produce slightly different predictions of discharge each time the model is trained. To characterize model uncertainty attributable to model generation, or uncertainty in prediction interval (Vinokić et al. 2025), we generated an ensemble of model runs (Herbert et al. 2021). LSTM models are computationally intensive to generate, which limited the number of model runs that were feasible for us to generate, and included an ensemble of MET (n=20), MET+SW (n=20), MET+CC (n=22), and ALL (n=22) models. Uncertainty in model-based prediction was characterized using the R-factor, which was calculated as the average distance of uncertainty, or the average difference between the 5th percentile prediction and the 95th percentile prediction at each timestep, divided by the standard deviation of the observed discharge data. An R-factor of 0, indicates that the simulation results match the observed data (Abbaspour, 2011).    

2.4.32 Metrics of surface water influence on streamflow
We evaluated model performance using the NSE and the Kling-Gupta Efficiency (KGE, Gupta et al. 2009; Kling et al. 2012) to compare agreement between predicted and observed discharge (Knoben et al. 2019). A NSE and KGE value of 1 indicates a perfect fit, while a value of <0 or < -0.41, respectively, indicates that the predicted value is (on average) a poorer predictor than the long-term observation mean (Knoben et al. 2019). An NSE or KGE >0.5 was classified as “satisfactory”, while an NSE or KGE >0.7 was classified as good (Moriasi et al. 2015; Evenson et al. 2018). NSE was used for most of the analysis to maximize comparability with other CONUS-based LSTM discharge modeling efforts (e.g., Feng et al. 2020; Konapala et al. 2020; Wilbrand et al. 2023). We used NSE to identify the highest performing LSTM model (M1 to M4) for each watershed. To evaluate relative model performance for low and high flow conditions, the mean percent error (MPE) was calculated from the difference between the predicted and observed daily discharge. We found the MPE, relative to the root mean square error (RMSE) to better represent average error across a range of discharge conditions and to be more easily interpretable. Observed low and high flow conditions were defined as daily discharge within each watershed which were exceeded 70% or more of the time, referred to as Q70, and exceeded only 2% of the time, referred to as Q2, respectively (Feng et al. 2019; Lees et al. 2022). As MPE cannot be calculated if the observed low flow is equal to zero, which was the case for 7 watersheds, we reported residual values (modeled – observed discharge) for the low flow conditions or Q70. We note that while residual values allowed us to include observed no flow conditions, it did not control for variability in mean discharge.
The application of feature importance methods in time series modeling, especially LSTMs, are still controversial (Ley et al. 2024). Common methods including SAGE, SHAP and expected gradients often produce noisy and biased values, particularly when features are correlated (Gorski et al. 2024; Takefuji et al. 2025). Therefore, instead, we used per watershed comparisons of model NSE to attribute the contribution of specific variable groups. Values ranged from 0% to 100%. If the NSE comparison was negative, then the variable contribution was assigned a value of 0. If the model NSE was <0, then the variable groups in that model were assigned a value of 0. Contributions were summarized by region. By quantifying variable importance by variable group, we were able to reduce the bias of individual variable correlations influencing variable importance values. Importance, where Variableimportance refers to the percent of NSE attributable to that variable group, and was calculated per watershed as:
METimportance = (MET NSE) / (maximum observed model NSE) *100		             [1]
SWimportance = ((MET+SW NSE) – (MET NSE)) / (MET+SW NSE) * 100 		 [2]
[SW after CC]importance = ((ALL NSE) – (MET+CC NSE)) / (ALL NSE) * 100   	 [3]
CCimportance = ((MET+CC NSE) – (MET NSE)) / (MET+CC NSE) * 100          	             [4]
[CC after SW]importance = ((ALL NSE) – (MET+SW NSE)) / (ALL NSE) * 100  	 [5]
, we used the between-model comparisons to quantify the relative importance of the variable groups (i.e., meteorology, catchment characteristics, SWstorage). For example, we used the NSE to group watersheds based on the relative performance of the LSTM models and infer spatial variability in the discernable influence of SWstorage, where:
M1 NSE < M2 NSE and M3 NSE < M4 NSE, watersheds classified as “SW a consistent contributor.” 
M1 NSE > M2 NSE and M3 NSE < M4 NSE, watersheds classified as “SW improves upon CC.” 
M1 NSE < M2 NSE, M3 NSE > M4 NSE, and M2 NSE > M3 NSE, watersheds classified as “SW improves without CC”
M1 NSE < M2 NSE, M3 NSE > M4 NSE and M3 NSE > M2 NSE, watersheds classified as “SW improves, but less than CC.” 
M1 NSE > M2 NSE and M3 NSE > M4 NSE, watersheds classified as “Explained best by MET and CC.” To focus the analysis on the differences between an LSTM trained using meteorology data only, compared to meteorology and surface water data, we compared seasonal differences in the absolute percent bias (PBIAS) and related surface water characteristics to changes in model performance (MET1 compared to MET+SW2). We evaluated relative model performance by hydrologic season. We converted daily discharge to monthly discharge, and averaged over the study period and by ecoregion. Monthly average discharge for each ecoregion was then normalized using the corresponding annual average discharge (Figure A2). We classified monthly, normalized discharge into four components, (1) wetting months, (2) high flow months, (3) drying months, and (4) low flow months. Because of differences in the hydrograph pattern between ecoregions, the hydrograph components were visually classified. High flow (1 to 5 months) and low flow months (3 to 7 months) were identified as the months with the most and least average discharge, respectively. Wetting (1 to 3 months) and drying months (1 to 4 months) were identified as the months preceding and following high flow months, respectively, in which discharge was increasing or decreasing relative to low flow or high flow months, respectively. We calculated the change in absolute PBIAS between the MET and MET+SW models for each ecoregion and hydrograph component. by comparing the aPBIAS in M1 to the aPBIAS in M2. 
To quantify if there was an association between ecoregions with high or low SWstorage and LSTM model performance improvements with the addition of SWstorage variables, we compiled a suite of surface water characteristics, calculated from the 2016-2023 period, for each watershed. These characteristics including the (1) median SWstorage, (2) standard deviation of SWstorage, and (3) the difference between average spring (March, April, May) and average summer (June, July, August) SWstorage, where storage values were calculated for the floodplain and non-floodplain (Woznicki et al. 2019), separately. We also included variables representing hydroperiod, derived from the inundation extent time series, including the percent of each watershed with (1) temporary inundation extent (>3 days and <1 month annually (Cowardin et al. 1979; Scott et al. 2019)), (2) seasonal inundation extent (inundation present ≥1 month and <6 months annually), and (3) semi-permanent to permanent inundation extent (inundation present ≥6 months annually average (Cowardin et al. 1979; Donnelly et al. 2019)), within the floodplain and non-floodplain, respectively. Watersheds with the top quartile of each water variable were identified (e.g., watersheds with the most SWstorage or the greatest variability in SWstorage). This approach avoided between watershed differences in SWstorage from being averaged out. We compared the observed frequency of top quartile watersheds relative to the expected frequency between watersheds in which adding surface water to meteorology improved performance (i.e., MET1 NSE < MET+SW2 NSE) or did not. We used the Pearson’s chi-square goodness of fit test to test if the distribution of high surface water conditions between groups was significantly different from expected. Lastly, we correlated the suite of surface water characteristics with catchment characteristics using Spearman correlation with a Bonferroni correction, to evaluate what catchment characteristics could potentially represent summarized surface water characteristics. 
3 Results
3.1 Spatial differences in relative model performance
Our meteorology-only model, M1 [MET,] had a median NSE and KGE for the test period of 0.69 and 0.70, respectively across all of the modeled watersheds. Adding SWstorage to the meteorology-onlyMET model (i.e., , M2 [MET+SW) ] relative to M1 [MET], showed minimal improvementd upon the median test period NSE and KGE, increasing it from 0.69 to 0.71 and from 0.70 to 0.72, respectively. In additionHowever, the poorer performing basins showed saw the mostmore improvement, where the first quartile threshold NSE and KGE increased from 0.33 to 0.40 (21% improvement) and from 0.40 to 0.47 (18% improvement), respectively (Figure 4). Adding SWstorage improved upon the meteorology-onlyMET model NSE (MET+SW2 NSE > MET1 NSE) in 52.8% of the watersheds, with a median improvement in NSE of 9.3% (from NSE=0.63 to 0.70). After we included CC, adding SWstorage (i.e., ALL compared to , M3 [MET+CC,) ] compared to M4 [ALL] did not improve the median NSE or KGE, but the poorer performing basins still saw moderate improvement, so that the first quartile threshold of NSE and KGE increased from 0.38 to 0.50 (32% improvement) and from 0.51 to 0.59 (16% improvement), respectively (Figure 4). This finding suggests that the contribution of SWstorage disproportionatly improved weaker performing watersheds (Figure 4c). Further, adding SWstorage to the model after CC had been included (ALLM4 NSE > MET+CCM3 NSE) also improved upon model NSE in 52.8% of the watersheds, with a median improvement in NSE of 9.1% (from NSE=0.69 to 0.76;  (Table 3). Adding SWstorage either alone or in addition to CC, improved upon model NSE in 80.6% of the watersheds. 
The multi-model comparison of model performance was relatively stable across model development, as measured using epochs. The median NSE after performance began to stabilize, defined as epochs 30-100, was 0.68, 0.70, 0.70, and 0.71 for MET, MET+SW, MET+CC, and ALL, respectively (Figure 4d). In addition, the median R-factors for all four models, generated from the model ensembles, were well below a value of one, with a median R-factor of 0.16, 0.16, 0.08 and 0.07 for MET, MET+SW, MET+CC, and ALL, respectively (Figure A3), indicating that uncertainty attributable to model generation was not substantial.   
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Figure 4. The relative performance of the Long Short-Term Memory discharge models (M) using (a) the Nash-Sutcliffe Efficiency (NSE) and (b) Kling-Gupta Efficiency (KGE), with the exclusion and inclusion of surface water storage time series (SW) and catchment characteristics (CC) and median and first quartile values shown. (c) The ordered distribution of NSE values by model, and (d) the median NSE with increasing epochs. MET: meteorological data

Geographically, the MET1 model showed satisfactory NSE values (i.e., NSE>0.5) and KGE values (i.e., KGE>0.5) across 100% of the watersheds in the Mid-Atlantic, Southern Coastal Plains, and Northern Forests (Figure 5; Table 3). In contrast most of the watersheds in the Prairie Pothole Region, Middle Rockies, and Southwest saw non-satisfactory NSE (i.e., NSE<0.5) values in the MET1 model (Figure 5; Table 3). The lower regional NSE was also consistent with greater instability of the NSE values in these regions (Figure A4). By comparing model performance in each watershed we quantified the relative contribution of MET or meteorological forcings to model NSE. We found that the MET model explained much of the maximum NSE, defined as the best performing model per watershed, across many regions.  For example, in the Southeast, Mid-Atlantic, and Northern Forests, the MET model explained >90% of the maximum NSE (Table 4, Figure 6). However, in other regions, the MET model explained much less of the maximum NSE, with <60% explained in the Prairie Pothole Region, Rocky Mountains, and Southwest, the same regions that saw low MET NSE values (Table 4).
When we grouped watersheds based on the relative model performance, 15.3% (n=11) of the watersheds had the highest NSE with M1 [MET] compared to M2 [MET+SW] (, 20.8%;  (n=15), M3 [MET+CC], (29.2%;  (n=21), and M4 [ALL], (34.7%;  (n=25) (Figure 76), suggesting that the inclusion of SWstorage improved upon modeled predictions of discharge in a substantial subset of watersheds. Further, watersheds where MET+SW2 or ALLM4 improved upon MET1 or MET+CC3, often showed greater amounts of seasonally persistent to relatively permanent surface water extent, for example a watershed in North Dakota, dominated by lakes and wetlands (Figure 7c6d) or a watershed in Arkansas dominated by forested wetlands (Figure 7e6f). Watersheds also showed high variability when the the two (M1 vs M2, M3 vs M4) model comparisons were combined. Our three “SWstorage improves” categories, represented 63.9% (n=46) of the watersheds. We found that SWstorage improved NSE in both comparisons (M1 NSE < M2 NSE and M3 NSE < M4 NSE; SW a consistent contributor) in 25.0% (n=18) of the watersheds. In another 27.8.% (n=20) of the watersheds, SWstorage alone did not improve NSE, but the model showed improvement when SWstorage was added to catchment characteristics (M1 NSE > M2 NSE and M3 NSE < M4 NSE; SW improves upon CC; Figure 6). In 11.1% (n=8) of watersheds, SWstorage improved the model only without CC (M1 NSE < M2 NSE, M3 NSE > M4 NSE, and M2 NSE > M3 NSE). In contrast, in 16.7% (n=12) watersheds, SWstorage improved NSE, but not once CC were included (M1 NSE < M2 NSE, M3 NSE > M4 NSE, and M3 NSE > M2 NSE; SW improves, but less than CC), suggesting that CC may be effective static proxies for SWstorage in these watersheds. An example of this category is shown in Figure 6e, a watershed in Iowa dominated by seasonal inundation along the stream network, with little relatively permanent SWstorage. In the remaining 19.4% (n=14), adding SWstorage did not result in NSE improvement (M1 NSE > M2 NSE and M3 NSE > M4 NSE; Explained best by MET and CC) (Figure 6). The In 14 watersheds, in contrast, adding SW to meteorology, both alone (i.e., MET compared to MET+SW) or to CC (i.e., MET+CC compared to ALL) did not improve model performance. These select watersheds  that were explained best by MET and CC, tended to either perform very strongly with the MET model1 or very poorly with the MET model1, so that 8 of the 14 had an average NSE = 0.81, meaning that the models for those watershed had very little room for improvement, while the remaining 6 watersheds had an average NSE = -0.48. An example of this category is shown in Figure 7b6c, a mountainous watershed in Idaho, where most of SWstorage is seasonal and follows the stream network. Some of the ecoregion clusters showed a higher frequency of some categories. The most frequent category in the Middle Rockies ecoregion, for example, was the “explained best by MET and CC”, while the Northern Forests showed a high frequency of “SW improves but less than CC” for surface water. In contrast, categories like “SW a consistent contributor” and “SW improves upon CC” were more common in the South-Central Plains, Praire Pothole, Northwest, Southwest ecoregions (Figure 6b). 
Adding SWstorage (MET+SW2 versus MET1) improved NSE in 50% or more of the watersheds within the Mid-Atlantic, Northern Forests, Prairie Pothole Region, Northwest, and Southwest. Adding SWstorage to CC (ALL versus MET+CC3 versus M4) resulted in further improvements in the South-Central Plains, Northwest, Southwest, and Prairie Pothole Region (Figure 5; Table 3). These differences were resilient to uncertainty associated with epoch thresholds, where the ALL model consistently outperformed the other models in the Prairie Pothole Region, Northwest and Sothwest (Figure A4). We found that the Prairie Pothole Region watersheds had by far the highest MPE (MET1 MPE for Prairie Pothole RegionPPR = 84.1%). Adding just SWstorage (MET+SW2 versus MET1) improved (decreased) MPE to 67.5% across the Prairie Pothole Region watersheds, while adding SWstorage to CC (ALLM4), further decreased MPE to 44.8%. The South-Central Plains and Northwest also saw substantial improvements with MET+SW2. Adding SWstorage to CC saw smaller improvements, but MPE in the Mid-Atlantic decreased from 6.8% to 2.0% from MET+CC3 to ALLM4 (Table 3). 
Across all watersheds, SW variables contributed an average of 13.8% of the NSE in the MET+SW model, and 10.3% in the ALL model, so that many watersheds showed a contribution of SW variables either in the MET+CC or ALL model (Figure 6). This is similar to the contribution of CC, which contributed an average of 16.3% of the NSE in the MET+CC model and 9.4% in the ALL model (Table 4). The SW variables contributed the most to model NSE within the Prairie Pothole Region and Southwest (33.3% and 31.0%, respectively) (Figure 6). The South-Central Plains, where watersheds were commonly dominated by floodplain wetlands, also saw SW contribute >10% both in the MET+SW and the ALL models (Table 4). 
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Figure 5. Per basin Nash-Sutcliffe Efficiency (NSE) for (a) the M1: meteorology-only model (MET), (b) M3: no surface water (SW), with catchment characteristics (CC) (MET+CC), (c) M2: surface water but no catchment characteristics (MET+SW), (d) M4: surface water and catchment characteristics (ALL), (e) change from adding surface water, and (f) change from adding surface water with catchment characteristics.
Table 3. Relative model (M) performance by ecoregion. In the columns indicating the percent of watersheds showing improvement, the percent of watersheds with improvements of >5% is shown in parentheses. Ecoregions with improvement in ≥50% of their watersheds are in bold. Flow metrics where ecoregions show improvement with the addition of surface water are also in bold. MET: meteorology, SW: surface water, CC: catchment characteristics, NSE: Nash-Sutcliffe Efficiency, MPE: mean percent error, PPR: Prairie Pothole Region 
	Ecoregion
	MET1 NSE>0.5 (%)
	MET1 NSE>0.7 (%)
	MET+SW2 NSE > MET1 NSE (>5%)
	ALLM4>MET+CC3 (NSE, %) (>5%)
	 MPE (all flows) MET1
	 MPE (all flows) MET+SW2
	 MPE (all flows) MET+CC3
	 MPE (all flows) ALLM4

	Mid-Atlantic (n=5)
	100
	40
	100.0 (60.0)
	40.0 (20.0)
	4.4
	1.6
	6.8
	2.0

	Southern Coastal Plains (n=7)
	100
	100
	42.9 (0.0)
	57.1 (0.0)
	-5.5
	-7.5
	-3.4
	-0.3

	South-Central Plains (n=11) 
	72.7
	63.6
	45.5 (27.3)
	72.7 (36.4)
	14.5
	10.6
	5.8
	7.9

	Great Plains (n=13)
	76.9
	61.5
	38.5 (23.1)
	46.2 (30.8)
	6.6
	0.6
	1.1
	2.0

	Northern Forests (n=7)
	100
	71.4
	71.4 (28.6)
	28.6 (14.3)
	0.5
	1.1
	6.1
	-7.6

	PPR (n=11)
	36.4
	0
	63.6 (63.6)
	45.5 (36.4)
	84.1
	67.5
	76.7
	44.8

	Middle Rockies (n=6)
	33.3
	33.3
	16.7 (16.7)
	50.0 (50.0)
	35.2
	40.5
	21.9
	25.5

	Northwest (n=6)
	66.7
	50
	50.0 (33.3)
	66.7 (50.0)
	25.6
	20
	10
	22.4

	Southwest (n=6)
	16.7
	16.7
	66.7 (66.7)
	66.7 (50.0)
	23.6
	-1.7
	-18.1
	-27.3

	 All (n=72)
	66.7
	48.6
	52.8 (34.7)
	52.8 (31.9)
	25.3
	11.6
	8.7
	9.5

	Ecoregion
	MET1 Q70 (residual)
	 MET+SW2 Q70 (residual)
	 MET+CC3 Q70 (residual)
	ALLM4 Q70 (residual)
	MET1 Q2 (MPE)
	MET+SW2 Q2 (MPE)
	MET+CC3 Q2 (MPE)
	ALLM4 Q2 (MPE)

	Mid-Atlantic
	0.37
	0.43
	0.57
	0.26
	-16.7
	-17.6
	-16.6
	-10.7

	Southern Coastal Plains
	1.29
	0.53
	1.23
	1.45
	-30.6
	-56.9
	-52.5
	-9.3

	South-Central Plains
	2.11
	2.10
	2.12
	1.00
	-12.3
	-12.4
	-45.1
	-24.0

	Great Plains
	3.37
	2.66
	2.48
	-1.03
	-37.1
	-39.4
	-28.8
	-14.1

	Northern Forests
	1.36
	1.00
	0.32
	0.02
	-65.7
	-65.1
	-28.7
	-37.1

	PPR
	0.53
	0.44
	0.30
	0.02
	10.6
	5.1
	5.7
	18.9

	Middle Rockies
	1.89
	2.20
	0.90
	0.98
	1.6
	5.2
	-4.0
	-4.1

	Northwest
	0.85
	0.57
	0.73
	0.20
	-14.2
	-14.7
	-13.5
	11.2

	Southwest
	0.11
	0.10
	0.16
	0.18
	-19.8
	-20.1
	-16.5
	-62.7

	 All
	0.63
	0.33
	0.31
	0.25
	-15.2
	-20.6
	-18.7
	-13.2



	 

[image: Engineering drawing, map

AI-generated content may be incorrect.]
Figure 6. The (a) contribution of meteorological (MET) forcings to the Nash-Sutcliffe Efficiency (NSE) relative to the best performing model for each watershed, individually, (b) the contribution of surface water (SW) to the NSE in the MET+SW model, and (c) the contribution of SW to NSE within the ALL model.
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Figure 76. (a) The model showing the highest Nash-Sutcliffe Efficiency (NSE) for each watershed, (b) the influence of surface water by integrating the two comparisons, and examples of surface water (SW) extent and persistence within (bc) Idaho, (cd) North Dakota, (de) Iowa, and (ef) Arkansas, where the number indicates the U.S. Geological Survey’s gage identifer. CC: catchment characteristics, MET: meteorological data only, ALL: meteorological, surface water and catchment characteristics 	
Table 4. By region, the percent of the best performing model Nash-Sutcliffe Efficiency (NSE), explained by meteorological variables, alone (MET (%)). The remaining columns quantify the mean percent of the model NSE attributable to a specific variable group. SW: surface water, CC: catchment characteristics
	Region
	MET (%)
	SW in MET+SW (%)
	SW in ALL (%)
	 CC in MET+CC (%)
	CC in ALL (%)

	Mid-Atlantic
	91.1
	6.3
	5.1
	8.2
	1.0

	Southern Coastal Plains
	98.3
	1.0
	1.4
	0.9
	2.2

	South-Central Plains
	74.0
	11.8
	11.1
	21.0
	12.3

	Great Plains
	85.2
	10.0
	5.5
	3.0
	5.3

	Northern Forests
	91.4
	4.7
	3.6
	7.4
	3.9

	PPR
	45.5
	33.3
	21.4
	31.7
	12.3

	Middle Rockies
	56.6
	2.2
	20.1
	25.9
	24.5

	Northwest
	62.8
	16.4
	7.2
	18.1
	8.5

	Southwest
	55.9
	31.0
	14.5
	31.5
	14.5

	All
	73.0
	13.8
	10.3
	16.3
	9.4



3.2. Temporal patterns in LSTM comparisons
We found that within season improvements in model performance with adding SWstorage were most consistent for watersheds within the Northern Forests and Prairie Pothole Region, both ecoregions known for their abundance of wetlands and lakes. Across the multi-month hydrograph components, seven of the nine ecoregions showed improvements in the MET+SW model2 relative to the MET model1 within wetting months, with the Northern Forests most prominently showing a 40.5% reduction in absolute PBIAS during wetting months (Table 54; Figure A2). While improvements were less common across ecoregions during the drying months, the Prairie Pothole Region showed a 15.4% improvement in absolute PBIAS.
In high flow months we found six of the nine ecoregions improved with MET+SW2 relative to MET1. The Prairie Pothole Region, for example, had a 10.9% improvement in absolute PBIAS (Table 54), consistent with a reduction in high flow MPE of 5.5% for this region (Table 3). In comparison, when high flow was limited to Q2, improvements in MET+SW2 relative to MET1, were limited to the Northern Forests and Prairie Pothole Region. The ALLM4 model produced the lowest Q2 MPE in the Mid-Atlantic, Southern Coastal Plains, Great Plains, and Northwest ecoregions (Table 3). 
During months of low flow, ecoregion improvements in absolute PBIAS for MET+SW2 compared to MET1 were less common but substantial in the Northern Forests, which showed a  (-12.4% improvement) and the Prairie Pothole Region, which showed an  (-18.0% improvement ) (Table 54). This finding was consistent with both ecoregions also showing a reduction in Q70 residual values with the inclusion of SW in MET+SW2 and in ALLM4 (Table 3). The South-Central Plains and Northwest also showed improvements in both low flow absolute PBIAS and Q70 residuals. Across all watersheds, low flow, Q70, residual values showed a decrease of 47.6% with MET+SW2 compared to MET1. In addition, the ALL modelM4, produced the lowest Q70 residuals for six of the nine ecoregions (Table 3). While the Southwest saw a relatively large increase in low flow absolute PBIAS from MET1 to MET+SW2, this is attributable to many Southwest watersheds having no flow for much of the low flow season, so that although the absolute Q70 residuals in the Southwest were the smallest of any region (Table 3), minor over-estimations of flow during this period, produced relatively high absolute PBIAS values (Table 54).
Table 54. Change in regional absolute percent bias (PBIAS), by hydrograph component, from adding the surface water storage time series. A reduction in absolute PBIAS, as indicated by negative values, demonstrates an improvement in absolute PBIAS with MET+SW2 compared to MET1. MET: meteorology, SW: surface waterDecreases in PBIAS of >5% magnitude are bolded.
	Ecoregion
	Wetting (% change)
	High flow (% change)
	Drying (% change)
	Low flow (% change)
	Annual      (% change)

	Mid-Atlantic
	7.1
	-2.5
	-5.3
	-4.0
	-1.7

	Southern Coastal Plains
	-1.8
	5.0
	-3.5
	1.5
	0.7

	South-Central Plains
	-1.0
	-2.8
	8.2
	-5.8
	-1.9

	Great Plains
	-3.2
	-5.3
	3.0
	2.9
	-0.2

	Northern Forests
	-40.5
	-1.7
	0.0
	-12.4
	-11.9

	Prairie Pothole Region
	-0.1
	-10.9
	-15.4
	-18.0
	-14.9

	Middle Rockies
	-2.7
	6.1
	7.7
	1.2
	1.9

	Northwest
	4.0
	3.9
	-3.2
	-7.9
	-2.4

	Southwest
	-13.0
	-4.0
	8.8
	16.5
	3.8

	All
	-4.6
	-2.0
	-0.2
	-3.9
	-3.0 



3.3 Relationship between model performance and surface water variables
We found that the group of watersheds that improved with the addition of SWstorage (i.e., MET1 NSE < MET+SW2 NSE) had more top quartile amounts of non-floodplain storage and storage dynamics than statistically expected. Specifically, watersheds with substantial, top quartile, (1) median non-floodplain SWstorage, (2) greater standard deviation or variability in non-floodplain SWstorage, (3) greater spring to summer differences in non-floodplain SWstorage, as well as (4) greater seasonal and semi-permanent to permanent non-floodplain surface water extent were all significantly more likely (chi-square test, p<0.05) to show improvements in LSTM model NSE when SWstorage was added (M1 NSE < MET+SW2 NSE > MET NSE; Table 65). For example, watersheds with top quartile seasonal non-floodplain inundation extent were 36.8% more frequent than expected in watersheds where MET+SW2 NSE > MET1 NSE (Table 65). The group of watersheds that showed improvement in MET+SW2 NSE relative to MET1 NSE, were also significantly (chi-square test, p<0.05) less likely to show large (i.e., top quartile) (1) standard deviation or variability in floodplain SWstorage, (2) spring to summer differences in floodplain SWstorage, and (3) greater seasonal floodplain surface water extent (Table 65). Additionally, we found that the catchment characteristics: slope, depth to bedrock, leaf area index, and the rainfall and runoff factor were all significantly correlated with multiple surface water variables (Table A23), suggesting that these variables could help represent surface water dynamics characteristics in applications where SWstorage is not explicitly included.


Table 65. A comparison of the frequency of the top quartile of inundation (inun.) variables (i.e., watersheds with the most inundation or greatest variability in inundation). The observed versus expected frequency were compared between (1) watersheds in which adding surface water to meteorology improved the Nash-Sutcliffe Efficiency (NSE) (MET+SW2 NSE > MET1 NSE) or did not. ~: not significant, MET: meteorology, SW: surface water, FP: floodplain, NFP: non-floodplain, std dev: standard deviation, temp: temporary, * = p<0.05, ** = p<0.01  
	Surface water (SW) variable
	Difference from expected (%)

	Floodplain (FP)
	 

	SW storage (median, FP)
	5.3

	SW storage (std dev, FP)
	-26.3*

	Spring – Summer change in SW storage (FP)
	-26.3*

	Temporary Inun extent (FP)
	5.3

	Seasonal Inund extent (FP)
	-26.3*

	Semi-permanent to permanent Inun extent (FP)
	5.3

	Non-floodplain (NFP)
	 

	SW storage (median, NFP)
	26.3*

	SW storage (std dev, NFP)
	26.3*

	Spring - Summer change in SW storage (NFP)
	26.3*

	Temporary Inun extent (NFP)
	26.3*

	Seasonal Inun extent (NFP)
	36.8**

	Semi-permanent to permanent Inun extent (NFP)
	36.8**



	Comparison or Model
	SW storage (median, FP)
	SW storage (std dev, FP)
	Spring – Summer change in SW storage (FP)
	Temporary Inun extent (FP)
	Seasonal Inund extent (FP)
	Semi-permanent to permanent Inun extent (FP)

	Difference from expected (%)

	M2 NSE > M1 NSE 
	5.3
	-26.3
	-26.3
	5.3
	-26.3
	5.3

	chi-square p-value
	~
	p<0.05
	p<0.05
	~
	p<0.05
	~

	Comparison or Model
	SW storage (median, NFP)
	SW storage (std dev, NFP)
	Spring - Summer change in SW storage (NFP)
	Temporary Inun extent (NFP)
	Seasonal Inun extent (NFP)
	Semi-permanent to permanent Inun extent (NFP)

	Difference from expected (%)

	M2 NSE > M1 NSE
	26.3
	26.3
	26.3
	26.3
	36.8
	36.8

	chi-square p-value
	p<0.05
	p<0.05
	p<0.05
	~
	p<0.01
	p<0.01





4 Discussion
4.1 Comparison to previous LSTM efforts
As controls of streamflow generation are variable (Berghujs et al. 2016; Wu et al. 2021), accurate predictions of discharge can be challenging. Prior LSTM analyses have demonstrated the effectiveness of using LSTMs to predict discharge across hundreds of stream gages (i.e., >500) using multi-decadal discharge records (Kratzert et al. 2019; Konapala et al. 2020; Ma et al. 2021; Xie et al. 2022; Tang et al. 2023). Despite our analysis using far fewer watersheds (n=72) and a shorter period of data (8 years), limited by the availability of the S1 and S2 archives, our meteorology-only (MET1) and meteorology and catchment (MET+CC3) models had comparable performance metrics to others (e.g., Kratzert et al. 2018; Tang et al. 2023; Wilbrand et al. 2023). Similarly, LSTMs have been effective in as few as ten gaged basins (e.g., Hunt et al. 2022), suggesting that although deep learning models, like LSTMs, tend to be data hungry, and shouldn’t be applied to single watersheds (Kratzert et al. 2024), they can be effectively applied in instances with less data (e.g., <100 watersheds) – at least for streamflow predictions. 
Additionally, Oour geographic performance patterns were also consistent with previous studies. The MET1 and MET+CC3 models performed strongest across the eastern U.S, where high precipitation watersheds in the eastern and northwestern U.S. tend to perform well with LSTMs (Konapala et al. 2020; Xie et al. 2022; Tang et al. 2023). Also, our MET model1 performed poorly in the Southwest and Prairie Pothole Region, where watersheds commonly have seasonal no flow periods, a finding consistent with previous studies (Kratzert et al. 2018; Konapala et al. 2020; Xie et al. 2022; Tang et al. 2023). 
4.2 Summary of surface water findings relative to existing literature
Several previous LSTM analyses have included surface-water related catchment characteristics including water fraction (Konapala et al. 2020; Xie et al. 2022), maximum water content (Ma et al. 2021) and modeled soil moisture (Hunt et al. 2022). Novel to our analysis was testing the inclusion of SWstorage time series. We found that SWstorage influencing river discharge was a relatively common phenomenon. Including additional variables can change LSTM weights and biases. While this may be advantageous for watersheds that benefit from additional information, the changes can also result in a reduced accuracy for watersheds where this additional information was not necessary. Consequently, we saw similar median NSE and KGE values across the models, but the poorer performing watersheds often showed substantial improvements in model performance with the addition of the SWstorage. We documented the most consistent improvements occurring as potential storage was filling or wetting up was occuring (Figure 87), followed by high flow months, although when peak flow was defined not seasonally, but as the Q2 of daily flows, this improvement was limited to the Prairie Pothole Region and Northern Forests. This finding is consistent with hydrologic modeling efforts that have documented lakes and large wetlands moderating peak flows (Evenson et al. 2018; Wu et al. 2020), as seasonal flooding coincides with peak flow conditions (Blanchette et al. 2019). We also observed that adding surface water (MET+SW2 versus MET1) reduced low flow residuals in most ecoregions, and at a monthly timestep, these improvements in bias were substantial in the Northern Forests and Prairie Pothole Region, regions dominated by lakes and wetlands, with an abundance of non-floodplain surface water (Figure 23). Differences in specific yield between uplands and non-floodplain wetlands leads to frequent reversals in hydraulic gradients, meaning that non-floodplain wetlands can act as both groundwater sinks and sources (McLaughlin et al. 2014; Lane et al. 2018), contributing to baseflow (Evenson et al. 2015; Zeng et al. 2020) and stabilizing low flow conditions (Ameli and Creed 2017; Blanchette et al. 2019). Theoretically, a fraction of water is diverted to SWstorage during periods of wetting, with the amount dependent upon the amount of available storage (Figure 87). This diversion can dampen high flows (Yeo et al. 2019), but contribute water from connected surface water and floodplains with slower residence times, as discharge recedes (Helton et al. 2014; Cohen et al. 2016). Further, under low flow conditions, both connected and disconnected surface water can contribute water as hydraulic gradients reverse (McLaughlin et al. 2014), and water moves via surface or subsurface flows toward the stream (Hayashi and Rosenberry 2002; Cohen et al. 2016; Figure 87). 
[image: ]
Figure 87. The potential impact of surface water storage, via wetlands, ponds, lakes and floodplains, on a theoretical annual hydrogaph, where the x-axis represents a single year, including wetting, high flow, drying, and low months. The solid and dashed lines represent watersheds with very little and an abundance of surface water storage, respectively.

4.3 Challenges and uncertainty in integrating SWstorage into models
This Our analysis attempted to bypass some of the biggest challenges facing the integration of remotely sensed surface water into deep learning and hydrologic modeling, including differences in units, return intervals, and data gaps. To match the units of river discharge, we converted our time series of surface water extent (i.e., area over time) to SWstorage (i.e., volume over time). Most existing conversion approaches are not designed for diverse water body types. For instance wetland depressions are commonly targeted, but may miss water storage in a flat floodplain (e.g., Minke et al. 2010; Wu and Lane 2016; Bian et al. 2021). While the approach utilized here (Figure A1) enabled us to retain all surface water, including shallow and temporary water, our approach did not account for water level variability, which likely biased under-estimated our SWstorage estimatesdynamics. In the future, SWOT (Papa and Frappart 2021) may provide a mechanism to track changes in water level that could enhance the community’s capacity to monitor SWstorage dynamics. 
Temporal resolution is also a challenge. Hydrologic models are commonly run at a daily or subdaily timestep (Devi et al. 2015), while satellites typically produce data at coarser timesteps, particularly after accounting for cloud or snow related data gaps. Consequently, prior efforts have more commonly used remotely sensed inundation indirectly for calibration, rather than ingesting the data into the model (e.g., Evenson et al. 2018). Interpolating our storage data to a daily timestep benefited the model setup, but introduced uncertainty, and could have amplified existing error within the surface water data. Further, surface water may influence discharge over timescales that are not best represented by a daily timestep.
Generating complete (spatially and temporally) datasets of SWstorage remains time and labor intensive. Alternatively, using time series of surface water extent, derived from existing Landsat-based global surface water products (e.g., Pekel et al. 2016; Pickens et al. 2019) would reduce processing time and help scale the inclusion of inundation variables in LSTM analyses. Most Landsat surface water products, for examplehowever, will have significant data gaps during clouds and snow cover periods (Egorov et al. 2019). We, therefore, instead, prioritized a multi-sensor approach in this analysis to maximize inundation time series consistency as well as the inclusion of vegetated water. To characterize the potential difference between extent and storage, we correlated our time series of surface water extent in each watershed to the corresponding storage time series (Appendix A). We found a median±standard deviation Pearson correlation of R=0.88±0.12 with correlation values ranging from R=0.49 to R=0.98 across watersheds, suggesting that while generally extent was highly correlated with storage, the conversion induced greater changes in time series dynamics in some watersheds.
Further, sSince catchment characteristics are simple to generate and the M3 [MET+CC] model represented the strongest model for nearly 30% of the watersheds, the inclusion of catchment characteristics that are correlated with surface water dynamics, like slope, depth to bedrock, or leaf area index, may could be adequate, at least for watersheds where the MET+CC3 NSE exceeded the MET+SW2 NSE. Even so, while the inclusion of catchment characteristics can help an LSTM model watershed-based differences in discharge, dynamic datasets provide important data on temporal variability in watershed condition. Further, more direct proxies of surface water, like proportion floodplain or area of seasonal wetlands (Woznicki et al. 2019), could further improve the impact of catchment characteristics. 
4.4 Challenges in deriving hydrologic processes from deep learning models like LSTMs
In a process-based hydrological model, calibrating to a new variable and comparing changes in predicted discharge can help determine the relevance of that variable (e.g., Rajib et al. 2018). In contrast, deep learning models, like LSTMs, have been shown to infer the influence of additional inputs, such as snow-water equivalent, without their explicit inclusion (Kratzert et al. 2019; Konapala et al. 2020). While this phenomenon makes deep learning models ideal for improving the accuracy of predicting river discharge (Nearing et al. 2020; Lees et al. 2022), it can also make it more difficult to quantify the importance of a newly introduced variable. For example, if every spring, snowmelt fills a river and the flood extent corresponds with the timing and magnitude of snowmelt, it is feasible that a deep learning model could infer the influence of flooding on discharge from meteorology, alone. Our multi-model approach was designed to help us infer the general influence of variable groups (e.g., meteorological data, catchment characteristics, and SWstorage), while bypassing some of the potential pitfalls of feature importance tests, like reduced importance for correlated variables (Gorski et al. 2024; Takefuji et al. 2025). However, the LSTMs may have been able to account for most floodplain dynamics using seasonal patterns in meteorology and catchment characteristics, like slope. In contrast, the LSTMs may have had less success “learning” the influence of non-floodplain SWstorage, so that its explicit inclusion helped represent a disconnect between meteorological forcings and discharge, at least in some watersheds.

5 Conclusions
In this effort, we leveraged multiple LSTM models with different variable combinations to test when and where the influence of SWstorage on discharge could be discerned. Since the included watersheds represented a wide range of storage capacity, adding SWstorage did not universally improve predictions of discharge. Also, as our watersheds were under-sampled in the northeastern U.S. and mountainous regions, our findings cannot be generalized to these regions. Still, adding SWstorage disproportionately benefited poorly performing watersheds, and improvements at the ecoregion scale were largest and most consistent across ecoregions with a high density of lakes and depressional wetlands. Specifically adding SWstorage consistently improved predictions of discharge in the Prairie Pothole Region and consistently improved predictions during wetting months and low flow periods in the Northern Forests. Further,  Northern Forests, which share a high density of lakes and depressional wetlands. Both regions showed a reduction in percent bias during multiple flow conditions, including low flow months. In addition, watersheds with a greater abundance of non-floodplain SWstorage and dynamics benefitted disproportionately from the inclusion of SWstorage in the LSTM models. Together, these findings suggest that non-floodplain wetlands may be contributing water during low flow conditions. Our findings have implications for guiding watershed management, including informing wetland and floodplain restoration efforts (Roni et al. 2019; Singh et al. 2019) and improving the resilience of river systems to current and future floods and droughts (Winsemius et al. 2016; Stewart et al. 2020).
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Figure Captions
Figure 1. Selected U.S. Geological Survey (USGS) gaged watersheds (blue polygons) in relation to median aridity (2016-2023), where increased aridity is indicated in yellow. Black lines encompass the labeled ecoregions. A histogram equalize stretch was applied to present the aridity data. 
Figure 2. Catchment characteristics including (a) annual precipitation, (b) maximum monthly leaf area index, (c) percent sand, (d) percent slope, (e) total floodplain surface water, and (f) total non-floodplain surface water. 
Figure 3. Flowchart showing data processing and analysis including the development of the surface water extent and surface water storage time series, as well as the development of the Long Short-Term Memory models. USGS: United States Geological Survey, NHD: National Hydrography Dataset, MET: meteorological data; NA: not available

Figure 4. The relative performance of the Long Short-Term Memory discharge models (M) using (a) the Nash-Sutcliffe Efficiency (NSE) and (b) Kling-Gupta Efficiency (KGE), with the exclusion and inclusion of surface water storage time series (SW) and catchment characteristics (CC) and median and first quartile values shown. (c) The ordered distribution of NSE values by model, and (d) the median NSE with increasing epochs. MET: meteorological data
Figure 5. Per basin Nash-Sutcliffe Efficiency (NSE) for (a) the meteorology-only model (MET), (b) no surface water (SW), with catchment characteristics (CC) (MET+CC), (c) surface water but no catchment characteristics (MET+SW), (d) surface water and catchment characteristics (ALL), (e) change from adding surface water, and (f) change from adding surface water with catchment characteristics.
Figure 6. The (a) contribution of meteorological (MET) forcings to the Nash-Sutcliffe Efficiency (NSE) relative to the best performing model for each watershed, individually, (b) the contribution of surface water (SW) to the NSE in the MET+SW model, and (c) the contribution of SW to NSE within the ALL model.
Figure 7. (a) The model showing the highest Nash-Sutcliffe Efficiency (NSE) for each watershed, and examples of surface water (SW) extent and persistence within (b) Idaho, (c) North Dakota, (d) Iowa, and (e) Arkansas, where the number indicates the U.S. Geological Survey’s gage identifer. CC: catchment characteristics, MET: meteorological data only, ALL: meteorological, surface water and catchment characteristics
Figure 87. The potential impact of surface water storage, via wetlands, ponds, lakes and floodplains, on a theoretical annual hydrogaph, where the x-axis represents a single year, including wetting, high flow, drying, and low months. The solid and dashed lines represent watersheds with very little and an abundance of surface water storage, respectively.

Appendix A
Post-processing of surface water time series
To limit commission error in the surface water time series and further reduce between sensor classification discrepancies, a water mask, defined as the maximum allowable surface water extent, was manually derived for each watershed, and applied across the time series (Vanderhoof et al. 2024). To generate each water mask, the Sentinel-1 open water and vegetated water, and Sentinel-2 open water, and vegetated water percentile rasters, defined as the percent of time a pixel was mapped as open or vegetated water, respectively, were manually reviewed for each watershed. Percentile thresholds were selected (Table A32), below which the frequency of erroneous water pixels visually exceeded the frequency of correctly classified water pixels. We used ancillary data, including the NWI dataset (USFWS 2019), land cover (Homer et al. 2020), and base map imagery, delivered through ArcMap, to provide additional information on the likelihood of surface water occurring in a location. The spatial extent where water pixels were retained was defined as pixels located within the 100-year floodplain (Woznicki et al. 2019), to account for short-term flood events, or pixels where the water percentile was greater than the selected threshold in any of the four percentile rasters (Table A32, Figure 2). Pixels classified as water outside of the water mask were reclassified as non-water.
In-stream surface water was also excluded from the analysis. In-stream surface water was defined as the National Hydrography Dataset (NHD) high-resolution flowlines (USGS, 2022) classified as either perennial or a named artificial path, where artificial path was a common classification for rivers, and converted to a 20 m raster resolution to match the spatial resolution of the surface water extent data. As we limited watershed size, wide rivers were not common. Surface water extent intersecting the in-stream surface water was masked out.
Following the gap-filling, 1.6% of the observations, where an observation refers to a single timestep for a watershed, were visually identified as incompletely gap-filled or having unacceptable levels of omission or commission error. Of these observations, 52% occurred in January 2016 or February 2016 (70% occurred in 2016 before the launch of Sentinel-2B), where limited observations resulted in unfilled data. In the January-February 2016 cases, total surface water extent from the same timestep in 2017 was used as a fill value. The remaining anomalous observations were replaced with the total surface water extent value from t-1 and t+1.
To evaluate the influence of the storage conversion on the time series dynamics, the gap-filled surface water extent time series were correlated with the surface water storage time series, per watershed, at a 2-week timestep (2016-2023) using Pearson correlation. 

LSTM algorithm 

The NeuralHydrology CudaLSTM model class at each time-step requires, (1) x[t], the value at time t, (2) h[t-1], the hidden state value from the previous time step, and (3) c[t-1], the memory cell value from the previous time step. Given an input sequence  = [[1],…., [T]] with a total of T time steps, where each element [t] is a vector containing the input features or model inputs at time step t (1 ≤ t ≤ T), these equations characterize a forward pass through the LSTM:
   			[6]
  			[7]
 			[8]
  			[9]
                           [10]
 tanh(c[t]),                             		            [11]
where i[t] is the input gate, f[t] is the forget gate, g[t] is the cell input, o[t] is the output gate, and x[t] is the network values at time step t (1 ≤ t ≤ T), where the length of T is determined by the input sequence length. Further, h[t−1] is the hidden state and, c[t−1] the cell state from the previous time step. In the first-time step, the hidden and cell states are initialized as a vector of zeros. W, U, and b are learnable parameters for each gate, where subscripts indicate which gate the specific weight matrix or vector is applied to. The equations also utilize sigmoid functions (σ), hyperbolic tangent functions (tanh), and element-wise multiplication (⊙). The cell states (c[t]) characterize the memory of the system. The cell states can get modified by the forget gate (f[t]), which can delete states, and the input gate (i[t]) and cell update ([t]), which can add new information. In the latter scenario, the cell update is the information that is added and the input gate controls into which cells the new information is added. Lastly, the output gate (o[t]) controls which information, stored in the cell states, is outputted.

Table A1. The study area watershed characteristics by ecoregion. The Palmer Drought Severity Index (PDSI) rank percentiles for 2016-2023 is shown relative to 1980-2023. Consolidated land cover types (>20%) from the 2019 National Land Cover Database (NLCD) are shown. Agriculture represents cultivated crops and hay/pasture, forest represents deciduous, evergreen and mixed forest, water and wetlands represents open water, forested and emergent herbaceous wetlands, and developed represents open space, low, medium and high-density development. Stream density is derived from the high-resolution National Hydrography Dataset. NWI: National Wetland Inventory
	Ecoregion
	Stream density (m km2)
	NWI (% of area)
	Floodplain (% of area)
	PDSI (min, %) 
	PDSI (max, %) 
	PDSI (median, %) 
	Land cover (%)

	Mid-Atlantic
	1439.2
	8.5
	6.8
	13.7
	100.0
	65.6
	agriculture (46%), forest (30%), developed (18%)

	Southern Coastal Plains
	1442.0
	18.0
	13.7
	20.7
	98.9
	69.0
	forest (29%), water and wetlands (27%), agriculture (26%)

	South-Central Plains
	1734.4
	8.1
	18.3
	12.4
	99.1
	70.3
	forest (37%), agriculture (34%)

	Great Plains
	1571.2
	3.2
	11.7
	8.3
	99.1
	66.4
	agriculture (71%)

	Northern Forests
	662.2
	30.5
	8.0
	5.3
	100.0
	67.3
	water and wetlands (36%), agriculture (32%), forest (26.7%)

	Prairie Pothole Region
	754.2
	9.3
	6.0
	4.9
	99.8
	61.5
	agriculture (75%)

	Middle Rockies
	1507.7
	2.9
	3.7
	0.9
	95.7
	53.6
	grassland/shrub-scrub (60%), forest (29%)

	Northwest
	2167.9
	4.8
	6.7
	0.0
	89.5
	34.7
	grassland/shrub-scrub (49%), forest (40%)

	Southwest
	1992.1
	1.6
	4.7
	0.3
	92.8
	45.8
	grassland/shrub-scrub (74%), forest (22%)


 
Table A23. Spearman correlation values between surface water (SW) variables evaluated and catchment characteristics included. Significant (p<0.05) correlations, with the Bonferonni correction applied, are shown in bold. Non-floodplain (NFP) variables and correlations are shaded gray. FP: floodplain, MAM: spring, JJA: summer, SP and P: semi-permanent and permanent
	Catchment Characteristics
	SW storage (median, FP)
	SW storage (median, NFP)
	SW storage (std dev, FP)
	SW storage (std dev, NFP)
	MAM - JJA change in SW storage (FP)
	MAM - JJA change in SW storage (NFP)
	Temp Inun extent (FP)
	Temp Inun extent (NFP)
	Seasonal Inund extent (FP)
	Seasonal Inun extent (NFP)
	SP and P Inun extent (FP)
	SP and P Inun extent (NFP)

	Area
	0.44
	0.38
	0.47
	0.38
	0.26
	0.24
	-0.01
	0.05
	0.05
	0.02
	0.14
	0.05

	Elevation
	-0.07
	-0.12
	-0.20
	-0.20
	-0.23
	-0.20
	-0.42
	-0.51
	-0.8
	-0.55
	-0.45
	-0.35

	Slope
	-0.49
	-0.66
	-0.46
	-0.71
	-0.33
	-0.68
	0.02
	-0.3
	-0.55
	-0.76
	-0.63
	-0.75

	Developed cover
	0.04
	0.02
	0.11
	0.08
	0.12
	0.02
	0.40
	0.33
	0.60
	0.29
	0.25
	0.05

	Agriculture cover
	0.29
	0.36
	0.24
	0.42
	0.14
	0.34
	0.24
	0.12
	0.39
	0.33
	0.18
	0.19

	Forest cover
	-0.16
	-0.19
	-0.10
	-0.23
	0.04
	-0.15
	-0.06
	0.32
	0.07
	0.02
	0.06
	0.03

	Irrigated agriculture
	0.05
	-0.01
	0.12
	-0.10
	0.24
	0.00
	0.04
	-0.24
	0.03
	-0.09
	0.12
	0.05

	Tile drained agriculture
	0.23
	0.33
	0.23
	0.44
	0.09
	0.37
	0.15
	0.26
	0.36
	0.40
	0.20
	0.17

	Leaf Area Index (max)
	0.33
	0.49
	0.34
	0.55
	0.3
	0.53
	-0.17
	0.61
	0.48
	0.69
	0.53
	0.57

	Leaf Area Index (diff)
	0.40
	0.57
	0.32
	0.64
	0.26
	0.60
	-0.21
	0.49
	0.33
	0.61
	0.41
	0.49

	Number of dams
	0.18
	0.13
	0.07
	0.05
	-0.06
	-0.02
	0.00
	0.14
	-0.09
	-0.02
	0.02
	-0.01

	Dam storage
	0.42
	0.26
	0.34
	0.19
	0.21
	0.18
	0.06
	0.37
	0.12
	0.20
	0.37
	0.24

	Distance from dams to gage
	0.35
	0.34
	0.45
	0.38
	0.28
	0.23
	0.12
	0.06
	0.28
	0.15
	0.25
	0.13

	Depth to bedrock
	0.49
	0.63
	0.46
	0.66
	0.34
	0.57
	-0.12
	0.33
	0.49
	0.71
	0.66
	0.69

	Rainfall and Runoff Factor
	0.08
	0.06
	0.22
	0.15
	0.21
	0.09
	0.49
	0.47
	0.80
	0.47
	0.41
	0.26

	Geological permeability
	0.09
	0.17
	0.08
	0.10
	0.12
	0.17
	-0.36
	0.16
	-0.06
	0.21
	0.18
	0.31

	Silt fraction
	0.11
	0.05
	0.07
	0.11
	0.05
	0.04
	0.22
	-0.06
	0.02
	-0.12
	-0.15
	-0.25

	Clay fraction
	-0.01
	-0.11
	-0.01
	-0.04
	-0.07
	-0.13
	0.39
	-0.01
	0.27
	0.00
	0.00
	-0.10

	Sand fraction
	-0.08
	-0.01
	-0.05
	-0.09
	-0.02
	-0.01
	-0.35
	0.05
	-0.17
	0.08
	0.10
	0.22








Table A32. Thresholds selected from Sentinel-1 (S1) and Sentinel-2 (S2) based surface water percentiles to account for variable accuracy between watersheds, sensors, and classes (open water (OW) compared to vegetated water (VW). ~ indicates that this output was excluded from the allowable water mask. S: Southern, S-C: South-Central
	Region
	Gage ID
	S1 OW (%)
	S1 VW (%)
	S2 OW (%)
	S2 VW (%)
	Region
	Gage ID
	S1 OW (%)
	S1 VW (%)
	S2 OW (%)
	S2 VW (%)

	Mid-Atlantic
	01491000
	5
	~
	10
	20
	Prairie Pothole
	06471200
	20
	30
	5
	20

	Mid-Atlantic
	01578475
	5
	15
	10
	20
	Prairie Pothole
	06479525
	10
	25
	5
	25

	Mid-Atlantic
	01580520
	5
	10
	10
	15
	Prairie Pothole
	06481500
	15
	25
	5
	25

	Mid-Atlantic
	01594440
	5
	10
	10
	15
	Great Plains
	06815000
	15
	15
	10
	20

	Mid-Atlantic
	01643000
	10
	30
	15
	~
	Great Plains
	06821190
	10
	20
	10
	20

	S. Coastal Plains
	02049500
	5
	30
	10
	45
	Great Plains
	06908000
	5
	15
	15
	25

	S. Coastal Plains
	02131500
	5
	20
	10
	35
	Great Plains
	06916600
	10
	20
	10
	30

	S. Coastal Plains
	02135000
	5
	25
	5
	25
	Great Plains
	06918060
	5
	30
	10
	30

	S. Coastal Plains
	02136000
	5
	30
	5
	30
	Great Plains
	06928000
	10
	15
	10
	35

	S. Coastal Plains
	02175000
	5
	30
	10
	35
	S-C Plains
	07047950
	15
	30
	15
	30

	S. Coastal Plains
	02198000
	5
	5
	5
	20
	Great Plains
	07169500
	~
	15
	10
	20

	S. Coastal Plains
	02202500
	5
	10
	10
	15
	S-C Plains
	07288500
	10
	30
	10
	35

	Prairie Pothole
	05056000
	15
	20
	5
	10
	S-C Plains
	07290000
	5
	10
	5
	30

	Prairie Pothole
	05057200
	20
	20
	10
	20
	S-C Plains
	07346070
	5
	10
	10
	30

	Northern Forests
	05062500
	15
	20
	5
	20
	S-C Plains
	07363500
	5
	20
	10
	25

	Prairie Pothole
	05066500
	15
	~
	5
	20
	S-C Plains
	07364200
	10
	25
	15
	35

	Northern Forests
	05078500
	10
	20
	5
	30
	S-C Plains
	08033500
	5
	30
	10
	35

	Prairie Pothole
	05090000
	15
	35
	5
	30
	S-C Plains
	08068090
	5
	30
	10
	35

	Prairie Pothole
	05123400
	20
	30
	5
	25
	S-C Plains
	08110000
	5
	20
	10
	~

	Northern Forests
	05131500
	10
	30
	10
	30
	S-C Plains
	08117500
	10
	~
	10
	35

	Northern Forests
	05132000
	5
	30
	5
	30
	S-C Plains
	08164000
	5
	35
	10
	30

	Northern Forests
	05244000
	10
	30
	5
	25
	Southwest
	09439000
	10
	5
	15
	10

	Prairie Pothole
	05300000
	15
	25
	5
	20
	Southwest
	09485700
	5
	15
	10
	15

	Northern Forests
	05304500
	10
	35
	5
	25
	Southwest
	09487000
	5
	10
	10
	15

	Prairie Pothole
	05313500
	10
	25
	5
	15
	Southwest
	09512800
	5
	20
	15
	20

	Northern Forests
	05336700
	5
	25
	5
	25
	Southwest
	09517000
	5
	20
	20
	15

	Great Plains
	05388250
	~
	15
	10
	15
	Southwest
	09537500
	10
	15
	10
	~

	Great Plains
	05412500
	~
	10
	10
	20
	Northwest
	11348500
	5
	15
	10
	20

	Great Plains
	05418500
	10
	10
	10
	20
	Northwest
	11376000
	10
	10
	15
	15

	Great Plains
	05422000
	10
	20
	10
	20
	Northwest
	11473900
	10
	~
	15
	15

	Great Plains
	05434500
	~
	15
	10
	20
	Northwest
	11501000
	10
	20
	25
	25

	Great Plains
	05447500
	10
	30
	10
	15
	Northwest
	11517500
	10
	15
	20
	20

	Middle Rockies
	06018500
	25
	~
	10
	30
	Northwest
	11519500
	10
	10
	20
	15

	Middle Rockies
	06052500
	25
	~
	15
	40
	Middle Rockies
	12324680
	30
	~
	10
	30

	Middle Rockies
	06076690
	30
	~
	10
	40
	Middle Rockies
	13302005
	30
	~
	15
	35

	Prairie Pothole
	06468170
	15
	30
	5
	25
	Middle Rockies
	13305000
	30
	~
	20
	35




[image: ]
Figure A1. (a) Digital Elevation Model (DEM) fill depth was paired with a (b) stochastic depression probability, to convert (c) open and vegetated water extent (m2) to (d) surface water storage (m3). This example is from the July 15-29, 2020 two-week period (gage: 05300000 on the border of South Dakota and Minnesota). Inset map shows extent relative to states and study watersheds. 

[image: Diagram, engineering drawing

AI-generated content may be incorrect.]
Figure A2.  Percent bias (PBIAS) per ecoregion, month, and model compared to discharge, normalized as a percent of average Qannual for watersheds in the (a) Northeast, (b) Southeast, (c) Gulf Coast, (d) Midwest, (e) Upper Midwest, (f) Prairie Pothole Region, (g) Northern Rockies, (h) West, and (i) Southwest. SW: surface water, MET: meteorological data

[image: ]
Figure A3. Uncertainty in predicted discharge from model ensembles, as quantified using the R-factor. MET: meteorology, SW: surface water, CC: catchment characteristics
[image: ]
Figure A4. Changes in median Nash-Sutcliffe Efficiency (NSE) with increasing epoch by region.
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