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Abstract

The critical values for various tests for changes in location model are obtained through the use of permutation tests principle. Theoretical results show that in the limit these new “permutation tests” behave in the same way as the “classical tests” stemming from both maximum likelihood and Bayes principles. However, the results of the simulation study show that the permutation tests behave considerably better than the corresponding classical tests if measured by the critical values attained. © 2001 Elsevier Science B.V. All rights reserved
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1. Introduction

For simplicity, consider the location model with a change after an unknown time point $m$, i.e.

$$X_i = \mu + \delta_n I\{i > m\} + e_i, \quad i = 1, \ldots, n,$$

where $1 \leq m \leq n$, $\mu$ and $\delta_n \neq 0$ are unknown parameters and $I\{A\}$ denotes the indicator of a set $A$. Assume, moreover, that

- $e_1, \ldots, e_n$ are independent identically distributed random variables (iid rvs)
- $E e_i = 0$, $0 < \text{var} e_i < \infty$ and $E |e_i|^{2+\delta} < \infty$ with some $\delta > 0$.

We are interested in the testing problem

$$H_0 : m = n \quad \text{against} \quad H_1 : m < n.$$
A number of test procedures for this problem using various principles has been developed; for recent references see, the book of Csörgő and Horváth (1997) or the survey paper of Antoch et al. (2000). It is well known that one of the main problems in the change point analysis is to find reasonable approximations for the critical values. Typically, approximations based on the limit behavior of the test statistics under the null hypothesis are used. However, the convergence to the limit distributions of the test statistics for the change point problem is rather slow. Therefore, these limit approximations are reasonable only for very large sample sizes and lead to conservative tests otherwise. Gombay and Horváth (1996), cf. also Csörgő and Horváth (1997), among others, pointed out this fact and proposed an improvement based on asymptotic arguments combined with a proper trimming.

In this paper, it is shown that the permutation tests can also be used to get asymptotically correct approximations for critical values. The simulation study shows that the permutation tests provide reasonable approximations to the critical values even in the case of small and moderate sample sizes. Basic information on general principles of permutation tests can be found, e.g., in Lehmann (1991) and Good (2000).

From a computational point of view, one needs a reasonable computer because the test statistic has to be calculated for a large number of permutations. On the other hand, the implementation of the basic idea is quite easy and straightforward.

The permutation test suggested below motivated us to develop along the same lines a variety of permutation tests related to other test statistics used in change point analysis. This means that the same principle can be applied to other test statistics (including M-tests) for the testing problem (1.3) in the model (1.1) as well as to the case of multiple changes in location models. The crucial point is that the test statistic must be expressible through the partial sums of residuals and that under H_0 these residuals are exchangeable random variables.

Asymptotic properties of our permutation test are investigated in Section 2. Section 3 deals with the tests for a change in location and/or in scale. The problem of how to evaluate the permutation distribution is discussed in Section 4. Here, we also summarize the outcome of a simulation study which supports the idea of the permutation based simulation. In the appendix, we collect some results on the asymptotics of rank statistics used in the proofs.

2. Permutation tests and their properties

We apply the permutation arguments to the test based on the statistic

\[ T_{n1} = \max_{1 < k < n} \left\{ \sqrt{\frac{n}{k(n-k)}} \frac{1}{\hat{\sigma}_n} \left| \sum_{i=1}^{k} (X_i - \bar{X}_n) \right| \right\}, \]  

where

\[ \hat{\sigma}_n^2 = \frac{1}{n} \sum_{i=1}^{n} (X_i - \bar{X}_n)^2. \]  

This test statistic is closely related to the likelihood ratio test when the error terms e_i,s have normal distribution. The large values indicate that the null hypothesis is not true and therefore the null hypothesis H_0 is rejected for large values of T_{n1}.

The permutation distribution of T_{n1} can be described as the conditional distribution (given X_1,\ldots,X_n) of

\[ T_{n1}(R) = \max_{1 < k < n} \left\{ \sqrt{\frac{n}{k(n-k)}} \frac{1}{\hat{\sigma}_n} \left| \sum_{i=1}^{k} (X_{R_i} - \bar{X}_n) \right| \right\}, \]  

where
where \( R = (R_1, \ldots, R_n) \) is a random permutation of \((1, \ldots, n)\). This permutation distribution, denoted \( F_p(x; T_{n1}) \), can be expressed as

\[
F_p(x; T_{n1}) = \frac{1}{n!} \# \{ r \in \mathcal{R}_n; T_{n1}(r) \leq x \},
\]

(2.4)

where \( \mathcal{R}_n \) is the set of all permutations of \( \{1, \ldots, n\} \) and \( \#\{A\} \) denotes the cardinality of set \( A \). Denote by \( x_{1-z,n} \) the \( 100(1-z)\% \) quantile of the permutation distribution \( F_p(x; T_{n1}) \). Then the critical region with the level \( z \) of the permutation test based on \( T_{n1} \) has the form

\[
T_{n1} \geq x_{1-z,n}.
\]

(2.5)

The permutation test can be described as follows:

1. we calculate \( T_{n1} \) according to (2.1) and the quantile \( x_{1-z,n} \);
2. the null hypothesis is rejected if (2.5) holds true.

Now we will study the permutation distribution function of \( T_{n1} \); more precisely, we derive the conditional limit distribution of \( T_{n1}(R) \) given \( X_1, \ldots, X_n \). It is important to realize that \( T_{n1}(R) \) given \( X_1, \ldots, X_n \) can be viewed as a functional of a simple linear rank statistic and theorems on rank statistics for change point can be applied. The main assertion of this section states:

**Theorem 2.1.** Let the observations \( X_1, \ldots, X_n \) follow the model (1.1), the assumptions (1.2) be satisfied and let \( |\delta_n| \leq D_0 \) with some \( D_0 > 0 \). If \( n \to \infty \), then for all \( -\infty < y < \infty \) we have

\[
P(\sqrt{2 \log \log n} T_{n1}(R) \leq y + 2 \log \log n + \frac{1}{2} \log \log \log n - \frac{1}{2} \log \pi |X_1, \ldots, X_n|)
\]

\[
\to \exp \{-2 \exp \{-y\}\}, \quad [P]\text{-a.s.}
\]

**Proof.** We apply Theorem A.1 with \( a_n(i) = X_i, \ i = 1, \ldots, n \). Towards this, we have to check whether the assumptions of Theorem A.1 are satisfied. In other words, it is sufficient to check whether (A.2) and (A.3) are satisfied in our case. Clearly,

\[
\frac{1}{n} \sum_{i=1}^{n} (X_i - \bar{X}_n)^2 = \frac{1}{n} \sum_{i=1}^{n} (e_i - \bar{e}_n)^2 + 2\delta_n \frac{1}{n} \sum_{i=m+1}^{n} (e_i - \bar{e}_n) + \delta_n^2 \frac{m(m-n)}{n^2}.
\]

The classical strong law of large numbers implies that

\[
\liminf_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} (X_i - \bar{X}_n)^2 \geq \text{var} e_1, \quad [P]\text{-a.s.}
\]

Similarly, we find that

\[
\limsup_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} |X_i - \bar{X}_n|^{2+\delta} \leq D_1 (E|X_1|^{2+\delta} + D_0^{2+\delta}), \quad [P]\text{-a.s.},
\]

with some \( D_1 > 0 \). These relations ensure that the assumptions of Theorem A.1 are satisfied and the assertion of our theorem follows. \(\square\)
Remark 2.1. Notice that the assumptions of Theorem 2.1 cover \( H_0 \) and local as well as fixed alternatives. Moreover, the conditional limit distribution does not depend on \( X_1, \ldots, X_n \), so that the conditional and unconditional limit distribution of \( T_{n1}(R) \) is the same, both under the null hypothesis and fixed alternative. One should recall that under \( H_0 \) the distributions of \( T_{n1} \) and \( T_{n1}(R) \) coincide.

Remark 2.2. Checking the proof, one can easily find that the assertion of Theorem 2.1 remains true even if there are more than one but finite number of changes.

Remark 2.3. The important issue is that the permutation distribution provides the exact critical values \((x_{1-z,n})\) for our testing problem under the null hypothesis. Moreover, under certain conditions on \( \delta \) (cf. Csörgő and Horváth, 1997) the statistics \( T_{n1} \) tends to infinity so fast that we will reject \( H_0 \) with probability one under the alternative if the critical value \( x_{1-z,n} \) is used.

The permutation tests principle can be straightforwardly applied to other test statistics for the testing problem \( H_0 \) versus \( H_1 \). Namely, it can be applied to the test statistics based on various functionals of the partial sums \( \sum_{i=1}^k (X_i - \bar{X}_n) \), \( k = 1, \ldots, n \); for survey of these test statistics see, e.g., Csörgő and Horváth (1997). Here are just two examples, i.e.

\[
T_{n2}(q) = \max_{1 < k < n} \left\{ \frac{1}{q(k/n)} \frac{1}{\sqrt{\sum_{i=1}^n (X_i - \bar{X}_n)^2}} \left| \sum_{i=1}^k (X_i - \bar{X}_n) \right| \right\}
\]

and

\[
T_{n3}(w) = \sum_{k=1}^n \left( \frac{1}{w(k/n)} \frac{1}{\sqrt{\sum_{i=1}^n (X_i - \bar{X}_n)^2}} \left| \sum_{i=1}^k (X_i - \bar{X}_n) \right| \right)^2,
\]

where \( q(.) \) and \( w(.) \) are properly chosen weight functions. However, we should remark that the explicit form of the corresponding limit distributions is known only for some particular choices of the weight functions \( q(.) \) and \( w(.) \), e.g., \( q(t) = 1, t \in (0,1) \) and \( w(t) = (t(1-t))^{3/2}, t \in (0,1) \). For details, see again Csörgő and Horváth (1997), p. 82. Therefore, it is highly desirable to have an approach on how to get approximations of the critical values for more complicated test statistics.

Another possibility is a generalization to the \( M \)-test statistics relevant to our problem. To recall, the \( M \)-test counterparts of \( T_{n1} \) can be obtained through replacing the partial sums of residuals \( \sum_{i=1}^k (X_i - \bar{X}_n) \), \( k = 1, \ldots, n \), and the sums of the squared residuals \( \sum_{i=1}^n (X_i - \bar{X}_n)^2 \) by their \( M \)-counterparts, i.e. by \( \sum_{i=1}^k \psi(X_i - \hat{\mu}(\psi)), k = 1, \ldots, n \), and \( \sum_{i=1}^n \psi^2(X_i - \hat{\mu}(\psi)) \), respectively, where \( \psi \) is a score function and \( \hat{\mu}(\psi) \) is the \( M \)-estimator of \( \mu \) corresponding to the model (1.1) with \( m = n \). For these permutation tests, one can prove similar results as those stated in Theorem 2.1 using the results of Hušková (1997b, c). In other words, the limit distribution of the permutation variant of the robust \( M \)-test statistics is the same as the limit of the original test statistic under the null hypothesis.

3. Tests for a change in location and/or in scale

Here, we shortly discuss the permutation version of a test for a change in location and/or in scale. More precisely, we consider the location model with a change after an unknown time point \( m \) in location and/or
in scale, i.e.

\[ X_i = \mu + \delta_n I\{i > m\} + (1 + \eta_n I\{i > m\})e_i, \quad i = 1, \ldots, n, \]  

(3.1)

where \( m(\leq n) \), \( \mu \) and \((\delta_n, \eta_n)' \neq (0, 0)' \) are unknown parameters. Assume, moreover, that

\[ e_1, \ldots, e_n \text{ are iid rvs with symmetric distribution function,} \]

\[ 0 < \text{var} \, e_1 < \infty, \quad E|e_1|^{4+\Delta} < \infty \text{ with some } \Delta > 0, \]  

(3.2)

and

\[ \lim_{n \to \infty} \delta_n \to 0, \quad \limsup_{n \to \infty} \eta_n^2 \leq D_2 \]  

(3.3)

with some \( D_2 > 0 \).

As a test statistic for the testing problem (1.3), we consider the max type test statistics of the form

\[ T_{n4} = \max_{1 < k < n} \sqrt{\frac{n^2}{k(n-k)}} \left\{ \frac{\sum_{i=1}^{k} (X_i - \bar{X}_n)^2}{\sum_{i=1}^{k} (X_i - \bar{X}_n)^2} + \frac{\sum_{i=1}^{k} [(X_i - \bar{X}_n)^2 - \frac{1}{n} \sum_{j=1}^{n} (X_j - \bar{X}_n)^2]^2}{\sum_{i=1}^{k} [(X_i - \bar{X}_n)^2 - \frac{1}{n} \sum_{j=1}^{n} (X_j - \bar{X}_n)^2]^2}\right\}^{1/2}. \]

The corresponding permutation distribution of \( T_{n4} \) can be described as the conditional distribution, given \( X_1, \ldots, X_n \), of

\[ T_{n4}(\mathbf{R}) = \max_{1 < k < n} \sqrt{\frac{n^2}{k(n-k)}} \left\{ \frac{\sum_{i=1}^{\kappa} (X_{\mathbf{R}_i} - \bar{X}_n)^2}{\sum_{i=1}^{\kappa} (X_{\mathbf{R}_i} - \bar{X}_n)^2} + \frac{\sum_{i=1}^{\kappa} [(X_{\mathbf{R}_i} - \bar{X}_n)^2 - \frac{1}{n} \sum_{j=1}^{n} (X_{\mathbf{R}_j} - \bar{X}_n)^2]^2}{\sum_{i=1}^{\kappa} [(X_{\mathbf{R}_i} - \bar{X}_n)^2 - \frac{1}{n} \sum_{j=1}^{n} (X_{\mathbf{R}_j} - \bar{X}_n)^2]^2}\right\}^{1/2}, \]

where \( \mathbf{R} = (R_1, \ldots, R_n) \) is a random permutation of \((1, \ldots, n)\). Notice that given \( X_1, \ldots, X_n \) statistic, \( T_{n4}(\mathbf{R}) \) can be expressed as

\[ \max_{1 < k < n} \sqrt{\frac{n^2}{k(n-k)}} \left\{ \frac{\sum_{i=1}^{\kappa} (a_{n1}(R_i) - \bar{a}_{n1})^2}{\sum_{i=1}^{\kappa} (a_{n1}(i) - \bar{a}_{n1})^2} + \frac{\sum_{i=1}^{\kappa} [(a_{n1}(R_i) - \bar{a}_{n1})]^2}{\sum_{i=1}^{\kappa} [(a_{n1}(i) - \bar{a}_{n1})]^2}\right\}, \]

where

\[ a_{n1}(i) = X_i \quad \text{and} \quad a_{n2}(i) = (X_i - \bar{X}_n)^2, \quad i = 1, \ldots, n. \]

With this choice of scores, one has

\[ \text{var} \left\{ \sum_{i=1}^{k} a_{n1}(R_i) \mid X_1, \ldots, X_n \right\} = \frac{k(n-k)}{n(n-1)} \sum_{i=1}^{n} (X_i - \bar{X}_n)^2, \]

\[ \text{var} \left\{ \sum_{i=1}^{k} a_{n2}(R_i) \mid X_1, \ldots, X_n \right\} = \frac{k(n-k)}{n(n-1)} \sum_{i=1}^{n} \left[ (X_i - \bar{X}_n)^2 - \frac{1}{n} \sum_{j=1}^{n} (X_j - \bar{X}_n)^2 \right]^2 \]
and
\[
\text{cov} \left\{ \left( \sum_{i=1}^{k} a_{n_1}(R_i), \sum_{i=1}^{k} a_{n_2}(R_i) \right) \bigg| X_1, \ldots, X_n \right\} = \frac{k(n-k)}{n(n-1)} \left[ \sum_{i=1}^{n} (X_i - \bar{X}_n)^3 \right],
\]
where \( \text{var} \{ \cdot \big| X_1, \ldots, X_n \} \) and \( \text{cov} \{ (\cdot) \big| X_1, \ldots, X_n \} \) denote conditional variance and covariance, respectively.

It can be easily checked that under the assumptions in (3.1)–(3.3), as \( n \to \infty \),
\[
\limsup_{n \to \infty} \frac{1}{n-1} \left( \sum_{i=1}^{n} (X_i - \bar{X}_n)^2 - \frac{1}{n} \sum_{j=1}^{n} (X_j - \bar{X}_n)^2 \right)^{2+\Delta/2} \leq D_3 E|X_1|^{4+\Delta} + D_4, \quad [P]\text{-a.s.,}
\]
\[
\liminf_{n \to \infty} \frac{1}{n-1} \left[ \sum_{i=1}^{n} (X_i - \bar{X}_n)^2 - \frac{1}{n} \sum_{j=1}^{n} (X_j - \bar{X}_n)^2 \right] \geq \text{var} \{ e_1^2 \}, \quad [P]\text{-a.s.}
\]
and
\[
\frac{1}{n-1} \left[ \sum_{i=1}^{n} (X_i - \bar{X}_n)^3 \right] \to 0, \quad [P]\text{-a.s.}
\]
with some \( D_3 > 0, D_4 > 0 \).

Thus, if we combine these facts with Theorem A.2 we obtain the following result on the limit permutation distribution after a few standard steps.

**Theorem 3.1.** Let the observations \( X_1, \ldots, X_n \) follow the model (3.1) and the assumptions (1.2) and (3.2) and (3.3) be satisfied. Then, as \( n \to \infty, \forall y \in \mathbb{R} \)
\[
P(\sqrt{2 \log \log n} T_{n}(\mathbf{R}) \leq y + 2 \log \log n + \log \log \log n|X_1, \ldots, X_n) \to \exp\{-2 \exp\{-y\} \}, \quad [P]\text{-a.s.}
\]

### 4. Simulations

To compare the behavior of the above described procedures, i.e. empirical distribution of statistics \( T_{n_1} \) and \( T_{n_1}(\mathbf{R}) \), we prepared (among others) the simulation experiment in which we generated data from the model (1.1), where we used:

- \( n = 80, 120, 200; \)
- \( m = n/4, n/2 \) and \( 3n/4; \)
- \( \delta_n = 0, 1, 2, 3, 4, 5; \)
- normally and Laplace distributed errors with the variance equal to one.

This resulted in 108 combinations of the above parameters. Note that the choice \( \delta_n = 0 \) corresponds to the situation under the null hypothesis \( H_0 \), i.e. no change.

For each combination (e.g. \( n = 80, m = n/2 \) and \( \delta_n = 5 \), and normally distributed errors) we proceeded as follows:
Table 1
Empirical critical values for different setups of the simulation

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>δ</th>
<th>10%</th>
<th>5%</th>
<th>2.5%</th>
<th>1%</th>
<th>Laplace distributed errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>20</td>
<td>0</td>
<td>2.76</td>
<td>2.96</td>
<td>3.18</td>
<td>3.42</td>
<td>2.84</td>
</tr>
<tr>
<td>80</td>
<td>20</td>
<td>1</td>
<td>2.74</td>
<td>2.97</td>
<td>3.17</td>
<td>3.42</td>
<td>2.84</td>
</tr>
<tr>
<td>80</td>
<td>20</td>
<td>2</td>
<td>2.74</td>
<td>2.98</td>
<td>3.21</td>
<td>3.42</td>
<td>2.82</td>
</tr>
<tr>
<td>80</td>
<td>20</td>
<td>3</td>
<td>2.74</td>
<td>3.01</td>
<td>3.25</td>
<td>3.51</td>
<td>2.76</td>
</tr>
<tr>
<td>80</td>
<td>20</td>
<td>4</td>
<td>2.76</td>
<td>3.02</td>
<td>3.26</td>
<td>3.52</td>
<td>2.76</td>
</tr>
<tr>
<td>80</td>
<td>20</td>
<td>5</td>
<td>2.77</td>
<td>3.03</td>
<td>3.27</td>
<td>3.53</td>
<td>2.77</td>
</tr>
<tr>
<td>80</td>
<td>40</td>
<td>1</td>
<td>2.73</td>
<td>2.95</td>
<td>3.18</td>
<td>3.40</td>
<td>2.84</td>
</tr>
<tr>
<td>80</td>
<td>40</td>
<td>2</td>
<td>2.71</td>
<td>2.94</td>
<td>3.16</td>
<td>3.38</td>
<td>2.81</td>
</tr>
<tr>
<td>80</td>
<td>40</td>
<td>3</td>
<td>2.69</td>
<td>2.93</td>
<td>3.14</td>
<td>3.37</td>
<td>2.70</td>
</tr>
<tr>
<td>80</td>
<td>40</td>
<td>4</td>
<td>2.68</td>
<td>2.91</td>
<td>3.12</td>
<td>3.36</td>
<td>2.68</td>
</tr>
<tr>
<td>80</td>
<td>40</td>
<td>5</td>
<td>2.67</td>
<td>2.90</td>
<td>3.11</td>
<td>3.36</td>
<td>2.67</td>
</tr>
<tr>
<td>80</td>
<td>60</td>
<td>1</td>
<td>2.72</td>
<td>2.93</td>
<td>3.14</td>
<td>3.36</td>
<td>2.82</td>
</tr>
<tr>
<td>80</td>
<td>60</td>
<td>2</td>
<td>2.71</td>
<td>2.92</td>
<td>3.12</td>
<td>3.36</td>
<td>2.81</td>
</tr>
<tr>
<td>80</td>
<td>60</td>
<td>3</td>
<td>2.73</td>
<td>2.92</td>
<td>3.13</td>
<td>3.36</td>
<td>2.77</td>
</tr>
<tr>
<td>80</td>
<td>60</td>
<td>4</td>
<td>2.80</td>
<td>2.91</td>
<td>3.12</td>
<td>3.36</td>
<td>2.68</td>
</tr>
<tr>
<td>80</td>
<td>60</td>
<td>5</td>
<td>2.77</td>
<td>3.02</td>
<td>3.22</td>
<td>3.53</td>
<td>2.67</td>
</tr>
<tr>
<td>120</td>
<td>30</td>
<td>0</td>
<td>2.87</td>
<td>3.10</td>
<td>3.25</td>
<td>3.53</td>
<td>2.97</td>
</tr>
<tr>
<td>120</td>
<td>30</td>
<td>1</td>
<td>2.88</td>
<td>3.11</td>
<td>3.25</td>
<td>3.53</td>
<td>2.97</td>
</tr>
<tr>
<td>120</td>
<td>30</td>
<td>2</td>
<td>2.79</td>
<td>3.05</td>
<td>3.22</td>
<td>3.50</td>
<td>2.87</td>
</tr>
<tr>
<td>120</td>
<td>30</td>
<td>3</td>
<td>2.80</td>
<td>3.06</td>
<td>3.23</td>
<td>3.51</td>
<td>2.85</td>
</tr>
<tr>
<td>120</td>
<td>30</td>
<td>4</td>
<td>2.80</td>
<td>3.06</td>
<td>3.24</td>
<td>3.52</td>
<td>2.86</td>
</tr>
<tr>
<td>120</td>
<td>30</td>
<td>5</td>
<td>2.81</td>
<td>3.07</td>
<td>3.25</td>
<td>3.54</td>
<td>2.96</td>
</tr>
<tr>
<td>120</td>
<td>60</td>
<td>1</td>
<td>2.84</td>
<td>3.12</td>
<td>3.25</td>
<td>3.51</td>
<td>2.96</td>
</tr>
<tr>
<td>120</td>
<td>60</td>
<td>2</td>
<td>2.86</td>
<td>3.09</td>
<td>3.22</td>
<td>3.50</td>
<td>2.88</td>
</tr>
<tr>
<td>120</td>
<td>60</td>
<td>3</td>
<td>2.76</td>
<td>2.97</td>
<td>3.19</td>
<td>3.46</td>
<td>2.77</td>
</tr>
<tr>
<td>120</td>
<td>60</td>
<td>4</td>
<td>2.74</td>
<td>2.93</td>
<td>3.17</td>
<td>3.43</td>
<td>2.75</td>
</tr>
<tr>
<td>120</td>
<td>60</td>
<td>5</td>
<td>2.73</td>
<td>2.96</td>
<td>3.17</td>
<td>3.40</td>
<td>2.73</td>
</tr>
<tr>
<td>120</td>
<td>90</td>
<td>1</td>
<td>2.84</td>
<td>3.13</td>
<td>3.25</td>
<td>3.51</td>
<td>2.86</td>
</tr>
<tr>
<td>120</td>
<td>90</td>
<td>2</td>
<td>2.83</td>
<td>3.09</td>
<td>3.22</td>
<td>3.50</td>
<td>2.87</td>
</tr>
<tr>
<td>120</td>
<td>90</td>
<td>3</td>
<td>2.82</td>
<td>3.06</td>
<td>3.20</td>
<td>3.54</td>
<td>2.85</td>
</tr>
<tr>
<td>120</td>
<td>90</td>
<td>4</td>
<td>2.85</td>
<td>3.09</td>
<td>3.21</td>
<td>3.54</td>
<td>2.83</td>
</tr>
<tr>
<td>120</td>
<td>90</td>
<td>5</td>
<td>2.85</td>
<td>3.10</td>
<td>3.21</td>
<td>3.56</td>
<td>2.82</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>0</td>
<td>2.89</td>
<td>3.11</td>
<td>3.34</td>
<td>3.61</td>
<td>2.95</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>1</td>
<td>2.90</td>
<td>3.11</td>
<td>3.35</td>
<td>3.59</td>
<td>2.99</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>2</td>
<td>2.87</td>
<td>3.11</td>
<td>3.34</td>
<td>3.60</td>
<td>2.96</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>3</td>
<td>2.85</td>
<td>3.12</td>
<td>3.34</td>
<td>3.63</td>
<td>2.93</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>4</td>
<td>2.86</td>
<td>3.13</td>
<td>3.35</td>
<td>3.64</td>
<td>2.87</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>5</td>
<td>2.86</td>
<td>3.13</td>
<td>3.36</td>
<td>3.64</td>
<td>2.87</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>1</td>
<td>2.85</td>
<td>3.12</td>
<td>3.32</td>
<td>3.57</td>
<td>2.83</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>2</td>
<td>2.84</td>
<td>3.08</td>
<td>3.30</td>
<td>3.57</td>
<td>2.92</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>3</td>
<td>2.82</td>
<td>3.05</td>
<td>3.27</td>
<td>3.57</td>
<td>2.83</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>4</td>
<td>2.80</td>
<td>3.03</td>
<td>3.25</td>
<td>3.52</td>
<td>2.81</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>5</td>
<td>2.80</td>
<td>3.03</td>
<td>3.24</td>
<td>3.51</td>
<td>2.80</td>
</tr>
<tr>
<td>200</td>
<td>150</td>
<td>1</td>
<td>2.89</td>
<td>3.11</td>
<td>3.34</td>
<td>3.63</td>
<td>2.91</td>
</tr>
<tr>
<td>200</td>
<td>150</td>
<td>2</td>
<td>2.89</td>
<td>3.13</td>
<td>3.37</td>
<td>3.60</td>
<td>2.85</td>
</tr>
<tr>
<td>200</td>
<td>150</td>
<td>3</td>
<td>2.90</td>
<td>3.13</td>
<td>3.38</td>
<td>3.64</td>
<td>2.84</td>
</tr>
<tr>
<td>200</td>
<td>150</td>
<td>4</td>
<td>2.88</td>
<td>3.14</td>
<td>3.38</td>
<td>3.67</td>
<td>2.85</td>
</tr>
<tr>
<td>200</td>
<td>150</td>
<td>5</td>
<td>2.88</td>
<td>3.15</td>
<td>3.38</td>
<td>3.68</td>
<td>2.85</td>
</tr>
</tbody>
</table>
(1) “original” observations $X_1, \ldots, X_n$ are simulated using chosen (fixed) combination of parameters;
(2) a random permutation $r = (r_1, \ldots, r_n)$ of $(1, \ldots, n)$ is generated;
(3) $T_n(r)$ with $R = r$ is calculated and its value stored;
(4) steps (2) and (3) are repeated $10^5$ times;
(5) empirical distribution function corresponding to these $10^5$ values of $T_n(R)$ is formed;
(6) empirical quantiles related to the above empirical distribution function are computed and used as the
estimators of the “true quantiles” $x_{1-\alpha, n}$.

Recall that in order to get the “complete” permutation distribution of $T_n(R)$, it would be necessary to
calculate $T_n(r)$ for all $n!$ permutations $r$ being unfeasible.\footnote{It is important to realize that for computers it will forever hold that $2^{100} = \infty$.} Instead, $T_n(r)$ was calculated for a large number
($10^5$) of randomly simulated permutations. In spite of the fact that $10^5 \ll n!$ for $n = 80, 120$ and 200, the
results of our simulations show that the values of empirical quantiles stabilized already for smaller number of
repetitions of the permutation step than used in our simulations. More precisely, empirical quantiles calculated
for $2 \times 10^4$ permutation cycles are already very close to those presented in Table 1.

It is also important to note that we considered two versions of the basic situation for our simulations, i.e.:

(i) we used the same stream of errors for different values of $\delta$ when values of $n, m$ and the type of the
errors were fixed, i.e. we used same seed for the random numbers generator;
(ii) for each setup of $n, m, \delta$ and the type of the errors we used different stream of errors, i.e. we used different
seeds for the random numbers generator in each of 108 simulations.

In Table 1, the results for the first situation are presented. However, the situation for the second approach is
quite close to the first one.

Selected empirical quantiles, i.e. $90\%, 95\%, 97.5\%$ and $99\%$, of the permutation distribution of $T_n(R)$
corresponding to $10\%, 5\%, 2.5\%$ and $1\%$ empirical critical values, are summarized in Table 1. From this
Table 1 it is evident that:

(i) Values of the empirical quantiles obtained through the permutation principle are very stable when the
value of the jump is increased from $\delta_n = 0$ corresponding to the null hypothesis of no change to $\delta_n = 5,

(ii) Values of the empirical quantiles obtained through the permutation principle are slightly larger for the
Laplace distributed errors, however, the difference is practically negligible due to the fact that the difference
between the corresponding quantiles is typically smaller than 0.1 for $n = 80$ and smaller than 0.05
for $n = 120$ and $n = 200$.

(iii) There is no influence of the location of the true change point $m$, at least in our setting.

For comparison, we calculated also the asymptotic quantiles according to the Theorem 2.1 and summarized
them in Table 2. It is evident that these asymptotic critical values are very conservative contrary to the
permutation test procedure.

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Asymptotic critical values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>10%</td>
</tr>
<tr>
<td>80</td>
<td>3.212</td>
</tr>
<tr>
<td>120</td>
<td>3.236</td>
</tr>
<tr>
<td>200</td>
<td>3.265</td>
</tr>
</tbody>
</table>
For the simulation, we used Matlab v.5.3 running on 300 MHz Pentium II-powered notebook with 160 MB memory. The time necessary for one simulation experiment was between 400 and 1200 seconds including the calculation and drawing ten (10) complicated PostScript figures describing the results graphically, i.e. histograms, empirical distribution functions etc. We have analogous experience for the more complicated models, too. This demonstrates that the procedure is practically usable.
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Appendix A. Results on rank statistics

Consider the vector of the simple linear rank statistics

\[ S_k = (S_{k1}, S_{k2})', \quad S_{kj} = \sum_{i=1}^{k} (a_{nj}(R_i) - \bar{a}_{nj}), \quad k = 1, \ldots, n, \quad j = 1, 2, \]  

(A.1)

where \((R_1, \ldots, R_n)\) is a random permutation of \((1, \ldots, n)\), \(a_{nj}(i), \quad i = 1, \ldots, n, \quad j = 1, 2,\) are scores and \(\bar{a}_{nj} = n^{-1} \sum_{i=1}^{n} a_{nj}(i), \quad j = 1, 2.\) Note that the random permutation \((R_1, \ldots, R_n)\) can be viewed as the vector of ranks corresponding to a random sample \((U_1, \ldots, U_n)\) from the uniform distribution on \((0,1)\).

We consider two sets of conditions imposed on the scores. The first set concerns only \(a_{nj}(i), \quad i = 1, \ldots, n,\) and the other one concerns \(a_n(i) = (a_n(i), a_n(2))', \quad i = 1, \ldots, n.\) We assume that \(a_{nj}(i)\) satisfies \(j = 1, 2,\)

\[ \liminf_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} (a_{nj}(R_i) - \bar{a}_{nj})^2 \geq D_5 \]  

(A.2)

and

\[ \limsup_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} |a_{nj}(R_i) - \bar{a}_{nj}|^{2 + \lambda_1} \leq D_6 \]  

(A.3)

with some positive \(D_5, D_6\) and \(\lambda_1.\)

The assumptions on the scores \(a_{nj}(i)\) are slightly stronger, namely, we assume that

\[ \liminf_{n \to \infty} \min_{d \neq 0} \frac{d' \Sigma_n d}{d'd} \geq D_7 \]  

(A.4)

and

\[ \limsup_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \|a_{nj}(i) - \bar{a}_n\|^{2 + \lambda_2} \leq D_8 \]  

(A.5)

with some positive \(D_7, D_8\) and \(\lambda_2.\) Here, \(\|\cdot\|\) denotes the Euclidean norm,

\[ \Sigma_n = \frac{1}{n-1} \sum_{i=1}^{n} (a_n(i) - \bar{a}_n)(a_n(i) - \bar{a}_n)' \]

and

\[ a_{nj}^2 = \frac{1}{n-1} \sum_{i=1}^{n} (a_{nj}(i) - \bar{a}_{nj})^2, \quad j = 1, 2.\]
Theorem A.1. Let \((R_1, \ldots, R_n)\) be the random permutations of \((1, \ldots, n)\) and let assumptions (A2) and (A3) for \(j = 1, 2\) be satisfied. Then, as \(n \to \infty\), it holds \(\forall y \in \mathcal{R}_1\) and \(j = 1, 2\) that

\[
P \left( \sqrt{2 \log \log n} \max_{1 \leq k < n} \left\{ \frac{n}{k(n-k)} \sigma_{nj}^{-1} |S_{kj}| \right\} \leq y + 2 \log \log n + \frac{1}{2} \log \log \log n - \frac{1}{2} \log \pi \right) \rightarrow \exp \{-2 \exp \{-y\} \}.
\]

Proof. The assertion follows from the Theorem 1 in Hušková (1997a).

We also need an analog of Theorem A.1 concerning the behavior of quadratic forms of \(S_k\), which is formulated next:

Theorem A.2. Let \((R_1, \ldots, R_n)\) be the random permutations of \((1, \ldots, n)\) and let assumptions (A4) and (A5) be satisfied. Then, as \(n \to \infty\), it holds \(\forall y \in \mathcal{R}_1\) that

\[
P \left( \sqrt{2 \log \log n} \max_{1 \leq k < n} \sqrt{\frac{n}{k(n-k)}} S_k' \Sigma_n^{-1} S_k \leq y + 2 \log \log n + \log \log \log n \right) \rightarrow \exp \{-2 \exp \{-y\} \}.
\]

Proof. Can be found in Hušková (1997b).
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