The effect of dependence in a binary sequence on tests for a changepoint or a changed segment
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Summary. The effect of partial dependence in a binary sequence on tests for the presence of a changepoint or changed segment are investigated and exemplified in the context of modelling non-coding deoxyribonucleic acid (DNA). For the levels of dependence that are commonly seen in such DNA, the null distributions of the test statistics are approximately correct and so conclusions based on them are still valid. A strong dependence would, however, invalidate the use of such procedures.
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1. Introduction

Pettitt (1979) developed a test statistic for the existence of a changepoint $\tau$ in a sequence of $n$ Bernoulli random variables $R_i$, where

$$ \Pr(R_i = 1) = \begin{cases} \theta_1, & i = 1, 2, \ldots, \tau, \\ \theta_2, & i = \tau + 1, \tau + 2, \ldots, n. \end{cases} $$

Avery and Henderson (1999) discussed this approach in the context of the analysis of non-coding deoxyribonucleic acid (DNA) sequence data and extended Pettitt’s method to test for a changed segment, i.e. where

$$ \Pr(R_i = 1) = \begin{cases} \theta_1, & i = 1, 2, \ldots, \tau_1, \\ \theta_2, & i = \tau_1 + 1, \tau_1 + 2, \ldots, \tau_2, \\ \theta_1, & i = \tau_2 + 1, \tau_2 + 2, \ldots, n. \end{cases} $$

As pointed out by Avery and Henderson (1999), non-coding DNA can often be modelled by Bernoulli random variables if we code one of the four bases, e.g. T, as 1 and the other bases (e.g. A, C and G) as 0. Avery and Henderson (1999) looked at the four possible binary sequences from each of three introns in the human preproglucagon gene (Bell et al., 1983). In nine cases, there was no evidence of a departure from successive bases being independently determined. However, in the remaining three cases there was evidence of dependence. The null distributions of the test statistics developed by Pettitt (1979) and Avery and Henderson (1999) for the existence of a changepoint or a changed segment assume that successive bases are independent. Avery and Henderson (1999) stated that
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'Any departures from the independence assumption do not seem to affect greatly the ability of the test procedure to find changed segments but it may be that it will tend to inflate our test statistic slightly and so it would be sensible to be cautious over marginally significant results'.

In this paper we present the results of some simulations which broadly substantiate this conclusion for parameter values that are appropriate to the data in Avery and Henderson (1999) but highlight the gradual breakdown of the null distributions in more extreme cases of dependence.

2. Methods

Sequences were simulated from a first-order Markov chain model where

$$\Pr(R_i = 1) = \theta, \quad i = 1, 2, \ldots, n,$$

and

$$\Pr(R_{i+1} = 1|R_i = 1) = \theta + \delta, \quad i = 1, 2, \ldots, n - 1.$$ 

Given $\theta$ and $\delta$, all the other transition probabilities are defined. For example,

$$\Pr(R_{i+1} = 1|R_i = 0) = \theta(1 - \delta/(1 - \theta)), \quad i = 1, 2, \ldots, n - 1.$$ 

If we estimate $(\theta, \delta)$ for the three cases in Avery and Henderson (1999) where there was a significant departure from independence, we obtain $(0.272, 0.060)$, $(0.199, 0.064)$ and $(0.213, 0.047)$ for T, C and G respectively in intron 2. An alternative way of converting a DNA sequence into a binary sequence is to code two bases as 1 and two as 0. The most obvious way to do this is to code A and G (purines) as 1 and C and T (pyrimidines) as 0. However, this very often leads to a significant dependence of successive bases and for the human preproglucagon gene of Bell et al. (1983) all three introns give significant $\chi^2$-statistics and $(\theta, \delta)$ estimates of $(0.472, 0.032)$, $(0.529, 0.072)$ and $(0.523, 0.041)$ respectively. (This is why we have not advocated this way of converting to a binary sequence previously.) We have thus carried out simulation studies for the cases $\theta = 0.25, 0.5$ and $\delta = 0, 0.05, 0.1$.

The test statistic developed by Pettitt (1979) for the detection of a changepoint is

$$K_n = \max|nS_t - tS_n|,$$

where $S_t = \sum_{i=1}^t R_i$, whereas Avery and Henderson (1999) used

$$K^*_n = \max|nS_t - tS_n| - \min|nS_t - tS_n|$$

to detect a changed segment, where the maximization and minimization are over all possible values of $t$.

For large values of $n$,

$$\Pr[K_n/\sqrt{(nS_n(n - S_n))} \geq z] \simeq 2 \sum_{k=1}^{\infty} (-1)^{k+1} \exp(-2k^2 z^2) \quad (1)$$

(Gnedenko and Korolyuk, 1961) and

$$\Pr[K^*_n/\sqrt{(nS_n(n - S_n))} \geq z] \simeq 2 \sum_{k=1}^{\infty} (4k^2 z^2 - 1) \exp(-2k^2 z^2) \quad (2)$$

(Avery and Henderson, 1999). For significance testing, we need the values of $z$ which give certain specified values for these probabilities, i.e. significance levels, $\alpha$ say. If $\alpha$ is small we
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Table 1. Percentage of simulations exceeding the cut-off values when testing for a changepoint (CP) or a changed segment (CS)†

<table>
<thead>
<tr>
<th>α (%)</th>
<th>Percentages for the following values of δ:</th>
<th>0</th>
<th>0.05</th>
<th>0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CP</td>
<td>CS</td>
<td>CP</td>
<td>CS</td>
</tr>
<tr>
<td>θ = 0.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>4.4</td>
<td>3.7</td>
<td>6.3</td>
<td>6.5</td>
</tr>
<tr>
<td>1</td>
<td>0.7</td>
<td>0.7</td>
<td>1.4</td>
<td>1.4</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.3</td>
<td>0.4</td>
</tr>
<tr>
<td>θ = 0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>5.0</td>
<td>4.0</td>
<td>8.1</td>
<td>8.7</td>
</tr>
<tr>
<td>1</td>
<td>0.9</td>
<td>0.8</td>
<td>2.1</td>
<td>2.1</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.4</td>
<td>0.3</td>
</tr>
</tbody>
</table>

†Each result is based on 3500 simulations.

can ignore terms with $k > 1$ and solve for $z$. In the former case for testing for a changepoint, we find, using approximation (1), $z_\alpha = 1.35810, 1.62762, 1.94947$ and in the latter case, for testing for a changed segment, we find, using approximation (2), $z_\alpha = 1.74726, 2.00092, 2.30297$, for $\alpha = 0.05, 0.01, 0.001$ respectively. Table 1 gives the percentage of simulations exceeding these cut-off values. The results were very similar for $n = 200, 300, 500, 1500$ and so they have been amalgamated in Table 1.

From the simulations with $\delta = 0$, we see that using the asymptotic null distribution is slightly conservative, particularly in the changed segment case, as discussed in Avery and Henderson (1999). For $\theta = 0.25$ and $\delta = 0.05$, which are close to the values in the three cases in Avery and Henderson (1999) where there was a significant dependence, there are modest increases in the significance levels. As the test statistics for the existence of a changed segment were all significant at 0.1% in these three cases, it is clear that the dependence does not change the conclusions from these tests. If $\theta = 0.5$ and $\delta = 0.05$, the increase in the significance level is larger but the conclusions from tests should still generally be reliable as long as at least a significance level of 1% is used. However, if $\delta$ is close to 0.1, the tests must be used very cautiously, particularly if $\theta$ is close to 0.5.

3. Discussion

If we take the three introns of the human preproglucagon gene of Bell et al. (1983) and code A and G (purines) as 1 as discussed above, we obtain values for $K_n^*/\sqrt{nS_n(n - S_n)}$ of 2.07906, 3.67981 and 1.87181 respectively. Using equation (2) above gives significance levels of 0.6%, 0.0% and 2.4% respectively. However, using the simulation results for $\theta = 0.5$ and $\delta = 0.05$ gives empirical significance levels of 1.3%, 0.0% and 4.6%. It is clear that there is strong evidence of a changed segment in intron 2. The changed segment is estimated to be 723 bases long starting at base 401, which are close to the estimates based on C, A or G given in Avery and Henderson (1999). The evidence for a changed segment in intron 3 is very slight but there does now seem to be some evidence of a changed segment in intron 1. The changed segment in intron 1 is estimated to be 1018 bases long starting at base 257. Thus it goes approximately from window 12 to window 64 in the plot of intron 1 given in Avery and Henderson (1999).

In conclusion, the tests of Pettitt (1979) and Avery and Henderson (1999) can be used in the presence of some dependence between successive bases as long as the significance levels
are used judiciously. However, any strong dependence would make their use much more problematical.
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