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Abstract

This paper considers testing against a change in the order of integration of a time series, either from $I(0)$ to $I(1)$ or from $I(1)$ to $I(0)$, at some known or unknown point in the sample. The null hypothesis is that the series is stochastically stationary around a deterministic trend function. For the case of a known change-point the locally best invariant (LBI) tests against the above changes in the order of integration are derived under the assumption of Gaussianity. When the change-point is not known we construct our tests taking functions of the LBI statistics over all possible break-dates. Sub-sample implementations of existing stationarity tests are also considered. We demonstrate by a series of simulation experiments that, for a given direction of change, the LBI-based approach can deliver considerably more powerful tests than both the sub-sample stationarity tests and the ratio-based tests of Kim et al. (J. Econom. 109 (2002) 389) and Busetti and Taylor (Tests of stationarity against a change in persistence, University of Birmingham, Department of Economics, Discussion Paper 01-13, 2001). Moreover, the power losses from an unknown breakpoint do not appear to be large. We also find that standard stationarity tests have good power against both changes from $I(0)$ to $I(1)$ and vice versa, while the ratio-based tests are consistent only against a known direction of change. A further test constructed in terms of the LBI-based statistics for the two possible directions of change is shown to perform generally better than the standard stationarity tests when the direction of change under the alternative is not known. Finally, we apply the tests discussed in the paper to the US inflation rate and find evidence for a change in persistence from $I(1)$ to $I(0)$ behaviour although, significantly, the timing of this change varies according to whether or not a simultaneous change in the level of the series is allowed.
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1. Introduction

In a recent paper, Kim (2000) develops residual-based ratio tests against changes in persistence in a time series, focusing on the case of a shift from stochastic stationarity, \( I(0) \), to difference stationarity, \( I(1) \), at some point in the sample. Kim (2000) also discusses the possibility of \( I(1) \) to \( I(0) \) shifts but does not provide tests against such alternatives. Like the stationarity tests of, inter alia, Nyblom and Mäkeläinen (1983) [NM] and Kwiatkowski et al. (1992) [KPSS], Kim (2000) tests the null that the series is \( I(0) \) throughout its history, but differs from the latter which are designed as tests against a constant \( I(1) \) alternative. Complementary tests have been proposed in Banerjee et al. (1992) [BLS] and Leybourne et al. (2000) [LKSN] who use Dickey-Fuller-type statistics to test the constant \( I(1) \) null against the alternative of either a change from \( I(0) \) to \( I(1) \) or from \( I(1) \) to \( I(0) \).

Changes of this kind in macroeconomic variables are well documented; see the literature reviews in Kim (2000) and LKSN. The range of series for which such phenomena have been observed includes inflation rates, real output and short-term interest rates. The development of tests against such behaviour is therefore of considerable practical relevance. Although the ratio-based tests of Kim (2000) are inconsistent, simple modifications proposed independently in Busetti and Taylor (2001) [BT] and Kim et al. (2002), can provide consistent tests and breakpoint estimation under \( I(0) \) to \( I(1) \) changes. In this paper we propose new ratio-based tests and breakpoint estimators which are consistent under \( I(1) \) to \( I(0) \) changes, and demonstrate that the ratio-based tests which are consistent against changes from \( I(1) \) to \( I(0) \) are not consistent against changes from \( I(0) \) to \( I(1) \), and vice versa, with neither consistent against constant \( I(1) \) processes. Consequently, acceptance of the null by the ratio-based tests cannot be taken to imply that the process is stationarity, even in large samples.

Assuming a known breakpoint and Gaussian innovations, we derive locally best invariant (LBI) tests of the constant \( I(0) \) null against: (i) a shift from \( I(0) \) to \( I(1) \), and (ii) from \( I(1) \) to \( I(0) \). These tests are subsequently modified to allow for weakly dependent innovations and for an unknown breakpoint and are shown to contain the standard NM/KPSS tests as special cases. The consistency of the LBI-based tests is demonstrated and simulation evidence shows them to be considerably more powerful than the ratio-based tests. We show that LBI-based tests against \( I(0) \) to \( I(1) \) changes are also consistent against \( I(1) \) to \( I(0) \) changes, and vice versa, and against constant \( I(1) \) processes. They therefore constitute useful Portmanteau statistics against any \( I(1) \) behaviour in the process’s history.

In practice the direction of the change may be unknown. In an attempt to maximise power for this situation, we also propose tests based on the pairwise maxima of the LBI-based and ratio-based statistics for \( I(0) \) to \( I(1) \) changes and vice versa. The NM/KPSS test is also found to display very good power properties when the change occurs near the beginning (end) of the sample when the switch is in the \( I(0) \)-\( I(1) \) (\( I(1) \)-\( I(0) \) respectively) direction, but appears to be dominated by our pairwise maximum LBI-based tests otherwise.

The plan of the paper is as follows. In Section 2 we discuss tests for the constant \( I(0) \) null against the alternative of an \( I(0) \) to \( I(1) \) change. We first review the ratio-based
class of tests. We then develop the exact LBI tests under a known breakpoint. Modifications for an unknown breakpoint are also proposed. We also discuss sub-sample implementations of the NM/KPSS tests. In Section 3 we repeat the analysis of Section 2 for alternatives of a change from \( I(1) \) to \( I(0) \), while in Section 4 we discuss cases where the direction of change is not assumed known to the investigator. In Section 5 we use Monte Carlo methods to compare the finite sample size and power properties of the tests discussed in Sections 2–4 against processes which display either shifts from \( I(0) \) to \( I(1) \) or from \( I(1) \) to \( I(0) \). In Section 6 we provide some generalisations to allow for linear deterministic trends, deterministic structural breaks, and serially correlated innovations. Section 7 applies the statistics discussed in this paper to the US inflation rate. Section 8 concludes. Proofs are contained in an Appendix.

2. Tests against changes from \( I(0) \) to \( I(1) \)

In this section we will focus attention on the Gaussian unobserved components model,

\[
y_t = d_t + \mu_t + \varepsilon_t, \quad t = 1, \ldots, T,
\]

\[
\mu_t = \mu_{t-1} + 1(t > [\tau_0 T])\eta_t, \quad \tau_0 \in (0, 1),
\]

where \( 1(\cdot) \) is the indicator function, and \( \varepsilon_t \) and \( \eta_t \) are mutually independent mean zero IID Gaussian processes with variances \( \sigma_\varepsilon^2 \) and \( \sigma_\eta^2 \sigma_\varepsilon^2 \), respectively. Although Gaussianity has been assumed, the limiting results which follow hold under the weaker, martingale difference, conditions on \( \{\varepsilon_t, \eta_t\} \) of Stock (1994, p. 2745). For the present, the deterministic component \( d_t \) is taken to be a constant; \( \text{viz} \), \( d_t = \beta_0 \). Generalisations are given in Section 6.1. We may set \( \varepsilon_0 \) equal to zero without loss of generality. It can be seen that the data generating process [DGP] (2.1)–(2.2) yields a process which is stationary up to and including time \( [\tau_0 T] \) but is \( I(1) \) after the break, if and only if \( \sigma_\eta^2 > 0 \).

Consequently, a test for stationarity against a shift in persistence from stationarity to a unit root in the context of (2.1)–(2.2) can be framed in testing the null hypothesis

\[
H_0 : \sigma_\eta^2 = 0
\]

against the (fixed) alternative hypothesis

\[
H_1 : \sigma_\eta^2 > 0.
\]

Following Tanaka (1996, p. 368) and Stock (1994, p. 2799), \textit{inter alia}, it will also prove useful to consider the local alternative hypothesis,

\[
H_{c} : \sigma_\eta^2 = c^2/T^2, \quad c \geq 0.
\]

In what follows we will derive representations for the limiting distributions of the statistics discussed in this paper under \( H_c \). These representations are useful in that they can be used to delimit the asymptotic local power functions of the tests. Moreover, since \( H_c \) reduces to \( H_0 \) for \( c = 0 \), these representations will reduce to the limiting null distributions of the statistics on setting \( c = 0 \) in the expressions throughout.
2.1. Ratio tests

BT and Kim et al. (2002) have independently proposed the test which rejects $H_0$ for large values of the ratio statistic¹

$$H_M(\tau) = \frac{[1 - \tau]^2 \sum_{t=\lfloor\tau T\rfloor+1}^T \sum_{i=\lfloor\tau T\rfloor+1}^T \hat{\epsilon}_{i,t}^2}{[\tau^2 T]^2 \sum_{i=1}^{\lceil\tau T\rceil} \sum_{t=1}^{T-1} \hat{\epsilon}_{0,i}^2}, \quad (2.6)$$

where $\hat{\epsilon}_{0,i}$ are the OLS residuals from the regression of $y_t$ on an intercept, $t = 1, \ldots, \lfloor\tau T\rfloor$, and $\hat{\epsilon}_{1,i}$ are the OLS residuals from the regression of $y_t$ on an intercept, $t = \lfloor\tau T\rfloor + 1, \ldots, T$. Where the true breakpoint, $\tau_0$, is known, they suggest computing the statistic $H_M(\tau)$ of (2.6) for each value of $\tau \in \bar{T}$, and taking an appropriate function of the resulting sequence of statistics. These authors investigate three such functions of the sequence $\{H_M(\tau), \tau \in \bar{T}\}$. Firstly, after Andrews (1993),

$$H_1(H_M(\tau)) \equiv \max_{\tau \in \bar{T}} H_M(\tau). \quad (2.7)$$

Secondly, Hansen’s (1991) mean score statistic,

$$H_2(H_M(\tau)) \equiv \int_{\tau \in \bar{T}} H_M(\tau) \, d\tau. \quad (2.8)$$

Finally, after Andrews and Ploberger (1994), the mean-exponential statistic

$$H_3(H_M(\tau)) \equiv \log \left\{ \int_{\tau \in \bar{T}} \exp \left( \frac{1}{2} H_M(\tau) \right) \, d\tau \right\}. \quad (2.9)$$

In each case, $H_0$ of (2.3) is rejected for large values of the $H_j(H_M(\tau)), j = 1, \ldots, 3$, statistics.²

We now detail the limiting distributions of these statistics under $H_C$ of (2.5).

**Theorem 2.1.** Let $y_t$ be generated by (2.1)–(2.2) under $H_C$ of (2.5). Then, for $0 < \tau < 1$,

$$H_M(\tau) \Rightarrow A_1(\cdot)/B_1(\cdot) \equiv \eta(\cdot) \quad (2.10)$$

$$H_j(H_M(\tau)) \Rightarrow H_j(\eta(\cdot)), \quad j = 1, \ldots, 3, \quad (2.11)$$

¹ Kim (2000) originally proposed a statistic of the form given in (2.6) but with $\hat{\epsilon}_{0,i}$ and $\hat{\epsilon}_{1,i}$ replaced by the full sample OLS residuals, $\hat{\epsilon}_i$, from regressing $y_i$ on an intercept, $i = 1, \ldots, T$. Representations for the limiting distributions of these statistics under $H_C$ of (2.5) are provided in BT who also prove that they are of $O_p(1)$, and hence yield inconsistent tests, under a class of DGP’s which includes both (2.1)–(2.2) under $H_1$ of (2.4) and that considered in Theorem 3.3 of Kim (2000).

² In the actual computations of these statistics the integrals that appear in the functionals $H_j(\cdot), \ j = 2, 3$, are replaced by averages: $H_2(H_M(\tau)) = T^* \sum_{\tau = \tau_*}^{\tau^*} H_M(\tau)$ and $H_3(H_M(\tau)) = \log(T^* \sum_{\tau = \tau_*}^{\tau^*} \exp(1/2 H_M(\tau)))$, where $T^* = [\tau^* T] - [\tau_* T] + 1$ and $\bar{T} = [\tau_*, \tau^*] \subset [0, 1]$; see also Hansen (1997).
where “⇒” denotes weak convergence of the associated probability measures, 
\( A_t(τ) = (1 − τ)^2 \int_t^1 [V_t^{**}(r)]^2 dr \) and \( B_t(τ) = τ^2 \int_t^1 [V_t^{**}(r)]^2 dr \), with \( V_t^{**}(r) \equiv V_t(τ) − V_t(τ) − (r − τ)^{-1}(V_t(1) − V_t(τ)) \) and \( V_t^{**}(r) \equiv V_t(1) − rt^{-1}V_t(τ) \), and where \( V_t(1) \equiv W_0(0) + c \int_0^t W_0^*(s) ds \), \( W_0^*(s) = W_c(s) − W_c(τ_0) \), with \( W_0(0) \) and \( W_c(τ) \) independent standard Brownian motions on \([0,1]\).

**Remark 2.1.** The representations given in Theorem 2.1 delimit the asymptotic local power functions of the ratio-based statistics under \( H_0 \) of (2.5) and therefore generalise those presented in Kim et al. (2002) which apply only for \( c = 0 \); that is, under \( H_0 \) of (2.3).

**Remark 2.2.** Although we have assumed that \( τ_0 \in (0,1) \), so that a break occurs under the alternative, the results of Theorem 2.1 also apply to \( τ_0 = 0 \), the constant \( I(1) \) process.

**Remark 2.3.** Following Harvey (2001) denote a first level Cramér-von Mises distribution with one degree of freedom by \( CvM_j(1) \), then for \( c = 0 \) and fixed \( τ \), the (marginal) limiting distribution of \( \mathcal{K}_M(τ) \) is the ratio of two independent \( CvM_j(1) \) distributions.

That is, under \( H_0 \) of (2.3) \( \mathcal{K}_M(τ) \) ⇒ \( \left[ \int_0^1 [B_1(r)]^2 dr \right]^{-1} \left[ \int_0^1 [B_2(r)]^2 dr \right]^{-1} \) \( B_j(r) \equiv W_j(0) + rW_j(1) \), \( j = 1,2 \), with \( W_j(r) \) two independent standard Brownian motions, \( r \in [0,1] \). Asymptotic critical values for the \( \mathcal{K}_M(τ) \) and \( H_j(\mathcal{K}_M(τ)) \), \( j = 1,\ldots,3 \), statistics are provided in Table 1.\(^3\) The critical values for the \( H_j(\mathcal{K}_M(τ)) \), \( j = 1,\ldots,3 \), statistics pertain to \( \mathcal{F} = [0.2,0.8] \).

We now show that the ratio-based statistics are of at most \( O_p(T^2) \) under a class of DGPs which includes both (2.1)–(2.2) under \( H_1 \) of (2.4) and that considered in Theorem 3.3 of Kim (2000). Remarks 2.4 and 2.5 then highlight two important practical issues.

**Theorem 2.2.** Consider the process \( y_t \) generated by

\[
y_t = d_t + z_{t,1}, \quad t = 1,\ldots,[τ_0 T], \quad τ_0 \in (0,1)
\]

\[
y_t = d_t + z_{t,0}, \quad t = [τ_0 T] + 1,\ldots,T,
\]

where \( z_{t,0} = z_{t−1,0} + u_t \), and \( z_{t,1} \) and \( u_t \) are stationary processes satisfying Assumption 1 of Kim (2000, p. 99). Then \( \mathcal{K}_M(τ) \), \( 0 < τ \leq τ_0 \), is of \( O_p(T^2) \), while for \( τ_0 < τ < 1 \), \( \mathcal{K}_M(τ) \) is of \( O_p(1) \). Consequently, if the intersection of the intervals \([0,τ_0]\) and \( \mathcal{F} \) is non-empty then the \( H_j(\mathcal{K}_M(τ)) \), \( j = 1,\ldots,3 \), are each of \( O_p(T^2) \), they are otherwise of \( O_p(1) \).

**Remark 2.4.** Theorem 2.2 remains valid for the constant \( I(1) \) process, (2.12)–(2.13) with \( τ_0 = 0 \); i.e., \( \mathcal{K}_M(τ) \), \( 0 < τ < 1 \), and \( H_j(\mathcal{K}_M(τ)) \), \( j = 1,\ldots,3 \), are all of \( O_p(1) \).

\(^3\) All asymptotic critical values reported in this paper were obtained by direct simulation of the relevant limiting null functionals, obtained for \( c = 0 \), for samples of size 1000 over 10000 replications. The random number generator of the matrix programming language Ox 2.0 of Doornik (1998) was used.
Theorem 2.2 therefore corrects this error in their stated results.

2.2. LBI tests

The ratio-based tests will therefore not display power which tends to unity as \( T \rightarrow \infty \) against processes with constant persistence—either processes displaying constant \( I(1) \) behaviour or constant \( I(0) \) behaviour (the null model).

Remark 2.5. Where \( \tau_0 \) is unknown, the \( H_j(\mathcal{X}_M(\cdot)) \), \( j = 1, \ldots, 3 \), statistics will not yield consistent inference if the intersection of the intervals \([0, \tau_0]\) and \( \mathcal{T} \) is empty. This point has not been recognised by either Kim (2000) or Kim et al. (2002) and Theorem 2.2 therefore corrects this error in their stated results.

BT and Kim et al. (2002) independently propose \( \hat{\tau}_M = \text{argmax}_{\tau \in \mathcal{T}} A_M(\tau) \) as an estimator for the breakpoint \( \tau_0 \), in the context of (2.12)–(2.13), where \( A_M(\tau) = \left((1 - \tau T)^{-2} \sum_{i=\lfloor \tau T \rfloor + 1}^{T} \hat{\varepsilon}_{i}^2 \right) \left([\tau T]^{-2} \sum_{i=1}^{\lfloor \tau T \rfloor} \hat{\varepsilon}_{i}^2 \right)^{-1} \). This estimator is \( T \)-consistent for \( \tau_0 \), provided \( \tau_0 \in \mathcal{T} \). Simulation evidence reported in Tables 5.5a–5.5b of BT shows that \( \hat{\tau}_M \) performs well in practice.

2.2. LBI tests

Consider again (2.1)–(2.2) with \( \tau_0 \) known. Using King and Hillier (1985, Eq. (6), p. 99), the LBI test of \( H_0 \) of (2.3) against \( H_1 \) of (2.4) is defined by the critical region

\[
\mathcal{S}_1(\tau_0) = \delta^{-2}(T - [\tau_0T])^{-2} \hat{\varepsilon}^2 \mathbf{A}(\tau_0) \hat{\varepsilon} > \ell,
\]

(2.14)
where \( \hat{e} \equiv (\hat{e}_1, \ldots, \hat{e}_T)' \), \( \hat{\sigma}^2 = T^{-1} \sum_{t=1}^{T} \hat{e}_t^2 \), and \( \ell \) a positive constant. The matrix \( A(\tau_0) \) in (2.14) is the variance covariance matrix of \( \mu \equiv (\mu_1, \ldots, \mu_T)' \) which therefore has \((i, j)\)th element equal to \( \min\{i - [\tau_0 T_0], j - [\tau_0 T]\} \), \( i, j = [\tau_0 T_0] + 1, \ldots, T \), and all other elements equal to zero. Straightforward algebra then demonstrates that \( \mathcal{S}_1(\tau_0) \) of (2.14) may be written as

\[
\mathcal{S}_1(\tau_0) = \hat{\sigma}^{-2}(T - [\tau_0 T])^{-2} \sum_{t=[\tau_0 T]+1}^{T} \left( \sum_{j=t}^{T} \hat{\epsilon}_j \right)^2 \tag{2.15}
\]

**Remark 2.6.** Note that \( \mathcal{S}_1(0) \) is precisely the stationary test proposed by NM; viz.,

\[
\mathcal{N}' \mathcal{M} = T^{-2} \hat{\sigma}^{-2} \sum_{t=1}^{T} \left( \sum_{j=1}^{t} \hat{\epsilon}_j \right)^2 \tag{2.16}
\]

which is therefore LBI against the constant \( I(1) \) alternative.

Where \( \tau_0 \) is unknown there is no LBI test of \( H_0 \) against \( H_1 \). Here we again consider the functions \( H_j(\mathcal{S}_1(\cdot)) \), \( j = 1, \ldots, 3 \), of (2.7)–(2.9) applied to the sequence \( \{\mathcal{S}_1(\tau), \tau \in \mathcal{T}\} \).

We now detail the limiting distributions of the above statistics under \( H_c \) of (2.5) and demonstrate that they are of \( O_p(T) \) under fixed alternatives.

**Theorem 2.3.** Let \( y_t \) be generated by (2.1)–(2.2). Then, for \( 0 \leq \tau < 1 \),

\[
\mathcal{S}_1(\cdot) \Rightarrow \mathcal{\xi}_1(\cdot) \tag{2.17}
\]

\[
H_j(\mathcal{S}_1(\cdot)) \Rightarrow H_j(\mathcal{\xi}_1(\cdot)) \quad j = 1, \ldots, 3 \tag{2.18}
\]

where \( \mathcal{\xi}_1(\tau) = (1 - \tau)^{-2} \int_{\tau}^{1} [\mathcal{V}_1(r) - r \mathcal{V}_1(1)]^2 \, dr \), \( \mathcal{V}_1(r) \) as defined in Theorem 2.1.

Relevant asymptotic critical values are given in Table 1. The NM test, \( \mathcal{N}' \mathcal{M} \) of (2.16), has a \( CvM_1(1) \) limiting null distribution; critical values are given in Table 1 of KPSS, p. 166.

**Theorem 2.4.** If \( y_t \) is generated by (2.12)–(2.13), then both \( \mathcal{S}_1(\tau) \), \( 0 \leq \tau < 1 \), and \( H_j(\mathcal{S}_1(\cdot)) \), \( j = 1, \ldots, 3 \), are of \( O_p(T) \). This result also holds if \( \tau_0 = 0 \) in (2.12)–(2.13); cf. Remark 2.4.

**Remark 2.7.** This is an important result. It tells us that, contrary to current practice in applied work, a rejection by the NM/KPSS tests cannot be taken to imply that the process under test is a constant \( I(1) \) process.

Where \( \tau_0 \) is known, \( \mathcal{N}' \mathcal{M} \) of (2.16) makes no use of that information. It therefore seems worthwhile applying the NM statistic to only the last \( T - [\tau_0 T] \) observations; i.e.,

\[
\mathcal{N}' \mathcal{M}(\tau_0, 1) = (T - [\tau_0 T])^{-2} \hat{\sigma}_1^{-2} \sum_{t=[\tau_0 T]+1}^{T} \left( \sum_{j=[\tau_0 T]+1}^{t} \hat{\epsilon}_{1,j} \right)^2 \tag{2.19}
\]
where $\hat{\theta}_{1,t}$ are defined below (2.6), and $\hat{\sigma}_1^2 = (T - [\tau_0 T])^{-1} \sum_{t=[\tau_0 T]+1}^{T} \hat{\theta}_{1,t}^2$. Notice that $\mathcal{N}\mathcal{M}(\tau_0, 1)$ is the numerator of $\mathcal{N}\mathcal{M}(\tau_0, 1)$ of (2.6), scaled by the variance estimator $\hat{\sigma}_1^2$. If $\tau_0$ is not known the functions $H_j(\mathcal{N}\mathcal{M}(\cdot, 1)), j = 1, \ldots, 3$, of (2.7)–(2.9) applied to the sequence $\{\mathcal{N}\mathcal{M}(\tau, 1), \tau \in \mathcal{T}\}$, might be considered. Notice that $\{\mathcal{N}\mathcal{M}(\tau, 1), \tau \in \mathcal{T}\}$ is the analogue of the sequence of reverse recursive Dickey-Fuller statistics of BLS.

We now detail the limiting distributions of the above statistics under $H_c$ of (2.5) and demonstrate that they are of $O_p(T)$ under fixed alternatives.

**Theorem 2.5.** Let $y_t$ be generated by (2.1)–(2.2). Then, under $H_c$ of (2.5), for $0 < \tau < 1$,

$$\mathcal{N}\mathcal{M}(\cdot, 1) \Rightarrow A_1(\cdot)$$

$$H_j(\mathcal{N}\mathcal{M}(\cdot, 1)) \Rightarrow H_j(A_1(\cdot)), \quad j = 1, \ldots, 3,$$

where $A_1(\tau)$ is as defined in Theorem 2.1.

**Remark 2.8.** For $c = 0$ and fixed $\tau$, $\mathcal{N}\mathcal{M}(\tau, 1) \Rightarrow CVM_1(1)$. Asymptotic critical values for the $H_j(\mathcal{N}\mathcal{M}(\cdot, 1)), j = 1, \ldots, 3$, statistics are provided in Table 1.

**Theorem 2.6.** If $y_t$ is generated by (2.12)–(2.13), then both $\mathcal{N}\mathcal{M}(\tau, 1), 0 < \tau < 1$, and $H_j(\mathcal{N}\mathcal{M}(\cdot, 1)), j = 1, \ldots, 3$, are of $O_p(T)$. These results also hold for the constant $I(1)$ process, (2.12)–(2.13) with $\tau_0 = 0$.

### 3. Tests against changes from $I(1)$ to $I(0)$

Suppose now that $\mu_t$ in (2.1) is generated according to

$$\mu_t = \mu_{t-1} + 1(t \leq [\tau_0 T])\eta_t, \quad (3.1)$$

$t = 1, \ldots, T$, with $\mu_0$ and $\eta_t$ as defined in Section 2. Notice that $\tau_0 = 1$ now corresponds to the constant $I(1)$ model. The process $y_t$ generated by (2.1)–(3.1) is $I(1)$ up to and including time $[\tau_0 T]$ if $\sigma_\eta^2 > 0$, but reverts to $I(0)$ behaviour after the break. Consequently, a test for stationarity against a shift in persistence from a unit root to stationarity can again be framed in testing $H_0$ of (2.3) against $H_1$ of (2.4), but now in the context of (2.1)–(3.1).

The level $\mu_t$ of (3.1) is observed to ‘freeze’ at time $[T\tau_0]$. Interestingly, under this scheme for finite $T$, the process is stationary after the break but, asymptotically, the process is non-stationary after the breakpoint, since the variance of $\mu_{[\tau_0 T]}$ is a linear function of $T$.

---

4 Other parameterisations can allow for different transitions between the two regimes under the $I(1)$ to $I(0)$ shift process. One possibility is $\mu_t = 1(t \leq [\tau_0 T])(\mu_{t-1} + \eta_t)$. Here $\mu_t$ vanishes from (2.1) after the break point. We believe that (3.1) is probably of most practical interest and so we focus on that case.
3.1. Ratio tests

When the data are generated by (3.4)–(3.5), of which (2.1)–(3.1) under $H_1$ of (2.4) is a special case, $\mathcal{N}_M(\tau)$ converges in probability to zero, at rate $O_p(T^{-2})$, for $0 < \tau_0 \leq \tau < 1$, and is of $O_p(1)$ if $\tau < \tau_0 \leq 1$. The tests of Section 2.1 which reject for large values of $\mathcal{N}_M(\tau)$, $0 < \tau < 1$, and $H_j(\mathcal{N}_M(\cdot))$, $j = 1, \ldots, 3$, will thus be inconsistent. Now, if $\tau_0$ were known rejecting for small values of $\mathcal{N}_M(\tau_0)$ would clearly yield a consistent test against (3.4)–(3.5). However, where $\tau_0$ is unknown the $H_j(\mathcal{N}_M(\cdot))$, $j = 1, \ldots, 3$, statistics are all of $O_p(1)$, and so tests which reject for small values of these statistics will not yield consistent inference.

From the foregoing results it is seen that tests which reject for large values of statistics based on the reciprocal of $\mathcal{N}_M(\tau)$ can provide consistent inference. We now detail their limiting distributions under $H_c$ of (2.5) and explore their behaviour against fixed alternatives.

**Theorem 3.1.** Let $y_t$ be generated by (2.1)–(3.1) under $H_c$ of (2.5). Then, for $0 < \tau < 1$,

$$ (\mathcal{N}_M(\cdot))^{-1} \Rightarrow A_2(\cdot)/B_2(\cdot) \equiv \eta_1(\cdot) \quad (3.2) $$

$$ H_j((\mathcal{N}_M(\cdot))^{-1}) \Rightarrow H_j(\eta_1(\cdot)), \quad j = 1, \ldots, 3, \quad (3.3) $$

where $A_2(\tau)=\tau^{-2}\int_0^{1} [\mathbb{V}_2^{**}(r)]^2 dr$ and $B_2(\tau)=(1-\tau)^{-2}\int_1^{1} [\mathbb{V}_2^{**}(r)]^2 dr$ with $\mathbb{V}_2^{**}(r) \equiv \mathbb{V}_2(r) - \mathbb{V}_2(\tau) - (r - \tau)^{-1}(\mathbb{V}_2(1) - \mathbb{V}_2(\tau))$, $\mathbb{V}_2^{**}(r) \equiv \mathbb{V}_2(r) - r^{-1}\mathbb{V}_2(\tau)$, and $\mathbb{V}_2(r) \equiv \mathbb{W}_0(r) + c \left( \int_0^{\min(r,\tau_0)} \mathbb{W}_c(s) \right) ds + 1(r > \tau_0)[(r - \tau_0)\mathbb{W}_c(\tau_0)]$.

**Remark 3.1.** For $c = 0$, the asymptotic distribution of $(\mathcal{N}_M(\tau))^{-1}$ is equal to, but not independent of, that of the $\mathcal{N}_M(\tau)$ statistic. For the same reason, provided $\mathcal{I}$ is symmetric about 0.5, the asymptotic critical values for the $H_j((\mathcal{N}_M(\cdot))^{-1})$ statistics will coincide with those of the corresponding $H_j(\mathcal{N}_M(\cdot))$, $j = 1, \ldots, 3$, statistics. Asymptotic critical values for these tests may therefore be taken from Table 1.

In Theorem 3.2 we now demonstrate that the above statistics are of at most $O_p(T^2)$ under a class of DGPs which includes (2.1)–(3.1) under $H_1$ of (2.4).

**Theorem 3.2.** Consider the process $y_t$ generated by

$$ y_t = d_t + z_{t0}, \quad t = 1, \ldots, [\tau_0 T], \quad \tau_0 \in (0, 1) \quad (3.4) $$

$$ y_t = d_t + z_{t[\tau_0 T],0} + z_{t1}, \quad t = [\tau_0 T] + 1, \ldots, T, \quad (3.5) $$

where $z_{tj}, j = 0, 1$ and $u_t$ are as defined in Theorem 2.2. Then, for $\tau \geq \tau_0$, $(\mathcal{N}_M(\tau))^{-1}$ is of $O_p(T^2)$, while for $\tau < \tau_0$, $(\mathcal{N}_M(\tau))^{-1}$ is of $O_p(1)$. Consequently, if the intersection of the intervals $[\tau_0, 1]$ and $\mathcal{I}$ is non-empty then the $H_j((\mathcal{N}_M(\cdot))^{-1}$, $j = 1, \ldots, 3$, are each of $O_p(1)$, but are otherwise of $O_p(1)$.

**Remark 3.2.** In the context of (3.4)–(3.5), $(\mathcal{N}_M(\tau))^{-1}$, $0 < \tau < 1$, and $H_j((\mathcal{N}_M(\cdot))^{-1})$, $j = 1, \ldots, 3$, are of $O_p(1)$ and hence yield consistent tests if $\tau_0 = 1,$
the constant $I(1)$ model. Moreover, where $\tau_0$ is unknown, the $H_j(\mathcal{K}_M(\cdot))$, $j=1,\ldots,3$, statistics will not yield consistent inference if the intersection of the intervals $[\tau_0,1]$ and $\mathcal{I}$ is empty; cf. Remarks 2.4 and 2.5.

Finally, and by analogy to results in Section 2.1, the estimator $\hat{\tau}_M=\arg\min_{\tau\in\mathcal{I}} A_M(\tau)$, where $A_M(\tau)$ is as defined in Section 2.1, is $T$-consistent, provided $\tau_0 \in \mathcal{T}$, for the breakpoint $\tau_0$ in the context of (3.4)–(3.5).

3.2. LBI tests

Consider (2.1)–(3.1) with $\tau_0$ assumed known. Using King and Hillier (1985, Eq. (6), p. 99), the LBI test of $H_0$ of (2.3) against $H_1$ of (2.4) is seen to be defined by the critical region

$$\mathcal{S}_0(\tau_0) = \delta^{-2}([\tau_0 T])^{-2} \hat{\epsilon} A_1(\tau_0) \hat{\epsilon} > \ell$$

where $\hat{\epsilon}$ and $\hat{\sigma}^2$ are as defined in Section 2.3 and $A_1(\tau_0)$, the variance covariance matrix of $\mu = (\mu_1, \ldots, \mu_T)'$, has $(i,j)$th element equal to $\min\{i,j,[\tau_0 T]\}$, $i,j=1,\ldots,T$, from which it follows that (3.6) may be re-written as

$$\mathcal{S}_0(\tau_0) = \delta^{-2}([\tau_0 T])^{-2} \sum_{t=1}^{[\tau_0 T]} \left( \sum_{k=t}^{T} \hat{\epsilon}_k \right)^2.$$  

(3.7)

**Remark 3.3.** Notice that $\mathcal{S}_0(1)$ coincides with the NM statistic, $\mathcal{N}_M$ of (2.16).

Where $\tau_0$ is unknown there is no LBI test of $H_0$ against $H_1$. Here we again consider the functions $H_j(\mathcal{S}_0(\cdot))$, $j=1,\ldots,3$, of (2.7)–(2.9) applied to the sequence $\{\mathcal{S}_0(\tau), \tau \in \mathcal{I}\}$.

We now detail the limiting distributions of the above statistics under $H_c$ of (2.5) and demonstrate the consistency of tests based upon these statistics under fixed alternatives.

**Theorem 3.3.** Let $y_t$ be generated by (2.1)–(3.1) under $H_c$ of (2.5). Then, for $0 < \tau \leq 1$,

$$\mathcal{S}_0(\cdot) \Rightarrow \xi_0(\cdot),$$

(3.8)

$$H_j(\mathcal{S}_0(\cdot)) \Rightarrow H_j(\xi_0(\cdot)), \quad j = 1,\ldots,3,$$

(3.9)

where $\xi_0(\tau) = \tau^{-2} \int_{\tau}^{r} \left[ \sqrt{2}(r) - r \sqrt{2}(1) \right]^2 dr$, $\sqrt{2}(r)$ as defined in Theorem 3.1.

**Remark 3.4.** Asymptotic critical values for the $H_j(\mathcal{S}_0(\cdot))$, $j=1,\ldots,3$, statistics may again be obtained from Table 1 using those given for the corresponding $H_j(\mathcal{S}_1(\cdot))$ statistic. For the case of a known breakpoint, critical values for $\mathcal{S}_0(\tau_0)$, are as given for $\mathcal{S}_1(1-\tau_0)$.

---

5 For the alternative formulation given for $\mu_k$ in footnote 3, $A_1(\tau_0)$ has $(i,j)$th element equal to $\min\{i,j\}$, $i,j=1,\ldots,[\tau_0 T]$, and all other elements equal to zero, from which the resulting LBI test can be shown to reject for large values of the statistic $\mathcal{S}_0^*(\tau_0) = \delta^{-2}([\tau_0 T])^{-2} \sum_{t=1}^{[\tau_0 T]} \left( \sum_{k=t}^{[\tau_0 T]} \hat{\epsilon}_k \right)^2$. 


Theorem 3.4. If $y_t$ is generated by (3.4)–(3.5), then both $\mathscr{F}_0(\tau)$, $0 < \tau \leq 1$, and $H_j(\mathscr{F}_0(\cdot))$, $j = 1, \ldots, 3$, are of $O_p(T)$. These results also hold if $\tau_0 = 1$ in (3.4)–(3.5); cf. Remark 3.2.

Remark 3.5. As demonstrated in the proof of Theorems 3.4 and 2.4, the OLS residuals $\hat{\epsilon}_t$ are of $O_p(T^{1/2})$ under either (2.12)–(2.13) or (3.4)–(3.5); i.e., under either direction of change. Consequently, the $\mathscr{F}_1(\tau)$, $0 \leq \tau < 1$, $H_j(\mathscr{F}_1(\cdot))$, $j = 1, \ldots, 3$, statistics and the $\mathscr{F}_0(\tau)$, $0 < \tau \leq 1$, and $H_j(\mathscr{F}_0(\cdot))$, $j = 1, \ldots, 3$, statistics will all be of $O_p(T)$. That is, the LBI-based tests provide consistent inference even where neither the breakpoint, $\tau_0$, nor the direction of change are known.

By analogy to the sub-sample NM tests of Section 2.2, if $\tau_0$ is known it seems worthwhile applying the NM statistic to only the first $[\tau_0T]$ observations; i.e.

$$
\mathcal{N}.M(0, \tau_0) = ([\tau_0T])^{-2} \hat{\sigma}_0^{-2} \sum_{t=1}^{[\tau_0T]} \left( \sum_{j=1}^{t} \hat{\epsilon}_{0,t} \right)^2,
$$

where $\hat{\epsilon}_{0,t}$ are as defined below (2.6), and $\hat{\sigma}_0^2 = ([\tau_0T])^{-1} \sum_{t=1}^{[\tau_0T]} \hat{\epsilon}_{0,t}^2$. Notice that $\mathcal{N}.M(0, \tau_0)$ is the denominator of $\mathcal{K}_M(\tau_0)$ of (2.6), scaled by the variance estimator $\hat{\sigma}_0^2$. If $\tau_0$ is unknown the functions $H_j(\mathcal{N}.M(0, \cdot))$, $j = 1, \ldots, 3$, given in (2.7)–(2.9) applied to the sequence $\{\mathcal{N}.M(0, \tau), \tau \in \mathcal{F}\}$, can be considered. Notice that the sequence $\{\mathcal{N}.M(0, \tau), \tau \in \mathcal{F}\}$ is the analogue of the sequence of recursive Dickey-Fuller unit root statistics considered by BLS.

We now detail the limiting distributions of the above statistics under $H_c$ of (2.5), and show that they are of $O_p(T)$ under both fixed $I(1)-I(0)$ and constant $I(1)$ alternatives.

Theorem 3.5. Let $y_t$ be generated by (2.1)–(3.1). Then, under $H_c$ of (2.5), for $0 < \tau < 1$,

$$
\mathcal{N}.M(0, \cdot) \Rightarrow A_2(\cdot)
$$

(3.11)

$$
H_j(\mathcal{N}.M(0, \cdot)) \Rightarrow H_j(A_2(\cdot)), \quad j = 1, \ldots, 3
$$

(3.12)

where $A_2(\tau)$ is as defined in Theorem 3.1.

Remark 3.6. For $c = 0$ and fixed $\tau$, $\mathcal{N}.M(0, \tau) \Rightarrow \text{CvM}_1(1)$. Asymptotic critical values for the $H_j(\mathcal{N}.M(0, \cdot)), j = 1, \ldots, 3$, statistics for $\mathcal{F} = [0.2, 0.8]$ are as provided for the $H_j(\mathcal{N}.M(\cdot, \tau)), j = 1, \ldots, 3$, statistics respectively in Table 1; cf. Remark 3.1.

Theorem 3.6. If $y_t$ is generated by (3.4)–(3.5), then both $\mathcal{N}.M(0, \tau)$, $0 < \tau < 1$, and $H_j(\mathcal{N}.M(0, \cdot))$, $j = 1, \ldots, 3$, are of $O_p(T)$. These results also hold if $\tau_0 = 1$ in (3.4)–(3.5).

Remark 3.7. As demonstrated in the proof of Theorem 3.2, the second sub-sample OLS residuals $\hat{\epsilon}_{1,t}$, $t = [\tau T] + 1, \ldots, T$, are of $O_p(T^{1/2})$, for all $\tau < \tau_0$, under the $I(1)-I(0)$ change DGP, (3.4)–(3.5). It therefore follows that $\mathcal{N}.M(\tau, 1)$ will be of $O_p(T)$, for all $\tau < \tau_0$, and, consequently, the $H_j(\mathcal{N}.M(\cdot, 1))$, $j = 1, \ldots, 3$, statistics will all be
of $O_p(T)$, provided the intersection of $[0, \tau_0)$ and $\mathcal{T}$ is non-empty. Similarly, under the $I(0)-I(1)$ change DGP, (2.12)–(2.13), from the proof of Theorem 2.2, the first sub-sample OLS residuals $\tilde{\epsilon}_{0,t}, t = 1, \ldots, [\tau T]$, are of $O_p(T^{1/2})$, and, hence, $\mathcal{N} \times \mathcal{M}(0, \tau)$ will be of $O_p(T)$, for all $\tau > \tau_0$. Consequently, the $H_j(\mathcal{N} \times \mathcal{M}(0, \cdot)), j = 1, \ldots, 3$, statistics will all be of $O_p(T)$, provided the intersection of $(\tau_0, 1]$ and $\mathcal{T}$ is non-empty. Cf. Remark 3.5.

To conclude this Section we note that the limiting distributions for the tests of Section 2 under the DGPs of Section 3, and the tests of Section 3 under the DGPs of Section 2 can be obtained simply by replacing $\mathbb{V}_1(r)$ by $\mathbb{V}_2(r)$, and vice versa, throughout. To illustrate, if DGP (2.1)–(3.1) holds then under $H_c$ of (2.5), $\mathbb{S}_1(\cdot) \Rightarrow \mathbb{C}_3(\cdot)$, where $\mathbb{C}_3(\tau) = (1 - \tau)^{-2} \int_\tau^1 [\mathbb{V}_2(r) - r\mathbb{V}_2(1)]^2 dr$. Moreover, since for $c = 0$, $\mathbb{V}_1(r)$ and $\mathbb{V}_2(r)$ are identically distributed it is clear that the asymptotic critical values for the tests considered in this Section can be obtained from Table 1; cf. Remarks 3.1, 3.4 and 3.6.

4. Testing when the direction of change is unknown

As shown above the ratio-based tests against $I(0)-I(1)$ alternatives are inconsistent against fixed $I(1)-I(0)$ alternatives, and vice versa. If the direction of change were unknown this might lead one to consider two-tailed tests, rejecting for either small or large values of the ratio-based statistics of Section 2.1. However, for the reasons outlined at the start of Section 3.1 this approach will only work if $\tau_0$ is known. If not, such a procedure could only be consistent against changes from $I(0)$ to $I(1)$. In contrast, as noted in Remarks 3.5 and 3.7, the consistency results stated in Theorems 2.4 and those stated in Theorem 2.6 for the $H_j(\mathcal{N} \times \mathcal{M}(\cdot, 1)), j = 1, \ldots, 3$, statistics remain valid in the case of fixed $I(1)-I(0)$ alternatives, as do those provided in Theorems 3.4 and those provided in Theorem 3.6 for the $H_j(\mathcal{N} \times \mathcal{M}(0, \cdot)), j = 1, \ldots, 3$, statistics, in the case of $I(0)-I(1)$ alternatives.

Monte Carlo results presented in Section 5 suggest that the finite sample power properties of the LBI-based tests of Sections 2.2 and 3.2 when directed against the ‘wrong’ alternative (by which we mean the application of tests for $I(0)-I(1)$ changes when the change is from $I(1)-I(0)$, and vice versa) are significantly diminished, relative to their power against the alternative for which they were designed. Since the LBI-based tests reject for large positive values, taking the maximum over the statistics upon which those tests are based seems worth exploring. We will also apply the same principle to the statistics based on the $\mathcal{K}_M(\cdot)$ and $(\mathcal{K}_M(\cdot))^{-1}$ sequences. We therefore propose the following pairwise statistics

$$
\max H_j(\mathcal{S}) \equiv \max \{H_j(\mathcal{S}_1(\cdot)), H_j(\mathcal{S}_0(\cdot))\}, \quad j = 1, 2, 3, \tag{4.13}
$$

$$
\max H_j(\mathcal{K}) \equiv \max \{H_j(\mathcal{K}_M(\cdot)), H_j((\mathcal{K}_M(\cdot))^{-1})\}, \quad j = 1, 2, 3, \tag{4.14}
$$

6 One might also consider adopting the same approach for the sub-sample NM-based tests of Sections 2.2 and 3.2. However, these turned out to have very low power and, hence, are omitted.
in each case rejecting for large values of the statistics. Since \( \max(x, y) \) is continuous in both arguments, we may apply the continuous mapping theorem (CMT) directly to preceding results to establish the following theorem for the pairwise test statistics.

**Theorem 4.1.** Let \( y_t \) be generated by (2.1)–(3.1) under \( H_c \) of (2.5). Then,

\[
\max H_j(\mathcal{S}) \Rightarrow \max \{H_j(\xi_1(\cdot)), H_j(\xi_0(\cdot))\}, \quad j = 1, 2, 3, \tag{4.15}
\]

\[
\max H_j(\mathcal{K}) \Rightarrow \max \{H_j(\eta(\cdot)), H_j(\eta_1(\cdot))\}, \quad j = 1, 2, 3. \tag{4.16}
\]

The pairwise LBI-based test statistics are \( O_p(T) \) under fixed \( I(1)-I(0) \), fixed \( I(0)-I(1) \) and constant \( I(1) \) alternatives, while the pairwise ratio-based tests are \( O_p(T^2) \) (provided \( \tau_0 \in \mathcal{T} \)) under fixed \( I(1)-I(0) \) and fixed \( I(0)-I(1) \) alternatives but are inconsistent against constant \( I(1) \) alternatives. These results follow immediately from the properties of the statistics over which the maxima are taken; see Theorems 2.2, 2.4, 3.2 and 3.4.

Asymptotic critical values from the limiting null distributions of Theorem 4.1 are provided in Table 1. The finite sample size and power properties of the tests based on these pairwise maximum statistics are explored in Sections 5 and 6.

5. **Numerical results**

In this Section we use Monte Carlo simulation methods to investigate the finite sample size and power properties of the tests developed in Sections 2–4 against data generated according to either (2.1)–(2.2) or (2.1)–(3.1), setting \( \sigma^2 = 1 \) throughout with no loss of generality. Both the tests which require the knowledge of the true breakpoint and those which do not are considered; in the former case we assume the breakpoint to be correctly specified. We investigate the impact of varying the signal-to-noise ratio among \( \sigma_0 = 0, 0.01, 0.025, 0.05, 0.10, 0.25, 0.05, \) and the breakpoint among \( \tau_0 = 0.3, 0.5, 0.7. \) All experiments were programmed using the random number generator of Ox 2.20 and 10,000 replications. All results refer to tests run at the nominal 5% asymptotic level, for a sample of size \( T = 100. \) Other significance levels and sample sizes were considered but gave qualitatively similar results. As would be expected, size and power properties improved for all of the tests considered as sample sizes were increased. The corresponding results for \( T = 200 \) are reported in BT.

In Table 2 we report empirical rejection frequencies, size under \( H_0 : \sigma_0 = 0 \) and power under \( H_1 : \sigma_0 > 0, \) for the case of a change from \( I(0) \) to \( I(1) \). Both the ratio-based tests of Section 2.1 and the residual-based tests of Section 2.2 all display good size and power properties. The size of these tests all lie close the asymptotic 5% level, with impressive power properties where \( \sigma_0 \geq 0.1. \) It is interesting to note that power is always higher the smaller is \( \tau_0. \) This occurs because the smaller is \( \tau_0, \) the greater the proportion of the sample containing a random walk component. When \( \tau_0 \) is known, the highest power is achieved using the LBI statistic \( S_1(\tau_0), \) particularly near the null hypothesis, as one would expect. To illustrate, \( S_1(0.3) \) rejects \( H_0 \) 55.56% of the time when \( \sigma_0 = 0.1, \) as compared with 43.21% and 32.88% for the \( N.M(0.3,1) \) and \( K_M(0.3), \) respectively.
Table 2

Empirical rejection frequencies for the tests against $I(0)$-$I(1)$, $T = 100$

<table>
<thead>
<tr>
<th>$\sigma_q$</th>
<th>$\sigma_q = 0$</th>
<th>$\sigma_q = 0.01$</th>
<th>$\sigma_q = 0.025$</th>
<th>$\sigma_q = 0.05$</th>
<th>$\sigma_q = 0.1$</th>
<th>$\sigma_q = 0.25$</th>
<th>$\sigma_q = 0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_q = 0$</td>
<td>4.35</td>
<td>4.35</td>
<td>4.35</td>
<td>4.35</td>
<td>4.35</td>
<td>4.35</td>
<td>4.35</td>
</tr>
<tr>
<td>$t_q = 0.5$</td>
<td>5.36</td>
<td>5.36</td>
<td>5.36</td>
<td>5.36</td>
<td>5.36</td>
<td>5.36</td>
<td>5.36</td>
</tr>
<tr>
<td>$t_q = 0.7$</td>
<td>5.45</td>
<td>5.45</td>
<td>5.45</td>
<td>5.45</td>
<td>5.45</td>
<td>5.45</td>
<td>5.45</td>
</tr>
<tr>
<td>$t_q = 0.1$</td>
<td>5.28</td>
<td>5.28</td>
<td>5.28</td>
<td>5.28</td>
<td>5.28</td>
<td>5.28</td>
<td>5.28</td>
</tr>
<tr>
<td>$t_q = 0.5$</td>
<td>5.08</td>
<td>5.08</td>
<td>5.08</td>
<td>5.08</td>
<td>5.08</td>
<td>5.08</td>
<td>5.08</td>
</tr>
<tr>
<td>$t_q = 0.7$</td>
<td>2.89</td>
<td>2.89</td>
<td>2.89</td>
<td>2.89</td>
<td>2.89</td>
<td>2.89</td>
<td>2.89</td>
</tr>
</tbody>
</table>
The standard NM test performs well: for small values of $\tau_0$ its power is almost as high as the LBI test $\mathcal{S}_1(\tau_0)$, as one might expect given that $\mathcal{S}_1(0) \equiv \mathcal{N}\cdot M$. It is, however, very clearly dominated on power by the $\mathcal{S}_1(\tau_0)$ test for larger values of $\tau_0$. The standard NM test also displays superior power to the sub-sample NM tests computed for known $\tau_0$. This observation can be explained in terms of local power functions. The fixed alternative hypothesis $H_1: \sigma_\eta > 0$ of our simulations corresponds to the local alternative $H_\epsilon: \sigma_\eta = c/T$ for the $\mathcal{N}\cdot M$ statistic and $H_\epsilon': \sigma_\eta = c'(1-\tau_0)/T$ for the $\mathcal{N}\cdot M(\tau_0, 1)$, since the latter is constructed using only $(1-\tau_0)T$ observations. Therefore the two local power functions are comparable when $c' = c(1-\tau_0)$, which corresponds to comparing the rejection frequencies for $\sigma_\eta$ and $\sigma_\eta/(1-\tau_0)$ respectively. For example, when $\tau_0=0.5$ one should compare the observed rejection frequencies for, say, $\sigma_\eta=0.025$ in the case of $\mathcal{N}\cdot M$ with those for $\sigma_\eta=0.05$ in the case of $\mathcal{N}\cdot M(\tau_0, 1)$, namely 9.10% against 12.62%.

The performance of the max, mean, mean-exp tests based on the $H_j(\cdot)$, $i = 1, 2, 3$, functions respectively, which do not assume knowledge of $\tau_0$, is broadly comparable with the corresponding statistics for known $\tau_0$. For example, if the functions $H_j(\mathcal{S}_1(\cdot))$, $j = 1, 2, 3$, of the $\{\mathcal{S}_1(\tau), \tau \in \mathcal{T}\}$ sequence are adopted, the power loss incurred relative to the (theoretically) best test $\mathcal{S}_1(\tau_0)$, which requires knowledge of $\tau_0$, is very small. Overall, the max-test, $H_1(\cdot)$, seems to be slightly less reliable in terms of size, particularly when applied to the $\{\mathcal{N}\cdot M(\tau, 1), \tau \in \mathcal{T}\}$ sequence and is also generally outperformed on power by the mean and mean-exp tests, with the latter apparently preferable for the tests of Section 2.2, especially so for small values of $\sigma_\eta$. The highest power is displayed by the tests obtained from the $\{\mathcal{S}_1(\tau), \tau \in \mathcal{T}\}$ sequence, followed by those obtained from the $\{\mathcal{N}\cdot M(\tau, 1), \tau \in \mathcal{T}\}$ and $\{\mathcal{S}_1(\cdot)\}$ sequences, in that order. In general the $H_j(\mathcal{S}_1(\cdot))$, $j = 1, 2, 3$, tests are also significantly more powerful than the sub-sample NM test, $\mathcal{N}\cdot M(\tau_0, 1)$, and the ratio test, $\mathcal{N}\cdot M(\tau_0)$, both of which require knowledge of $\tau_0$, and largely comparable with the standard NM test for $\tau_0=0.3$, but higher otherwise, increasingly so as $\tau_0$ increases. For example, with $\sigma_\eta=0.1$ and $\tau_0=0.7$ the rejection probabilities of the $H_j(\mathcal{S}_1(\cdot))$, $j = 2, 3$, tests lie around 32%, as opposed to 28% for the best of the subsample NM-type tests, 23.91% for the standard NM test, and 22.84% for the best of the ratio-based tests.

The final six rows of Table 2 report results for the tests based on the pairwise maximum statistics of (4.16). Recall from Section 4 that these are designed to be powerful against both the $I(0)$-$I(1)$ and $I(1)$-$I(0)$ alternatives. The power of the LBI-based statistics $\max H_j(\mathcal{S}_1)$, $j = 1, \ldots, 3$, against $I(0)$-$I(1)$ turns out to be comparable to that of the standard NM test, $\mathcal{N}\cdot M$, when $\tau_0 \leq 0.5$ and generally higher when $\tau_0 = 0.7$. In general, tests based on the max $H_j(\mathcal{S}_1)$ statistics are less powerful than those based on the $H_j(\mathcal{S}_1(\cdot))$, $j = 1, 2, 3$, statistics although the power of the latter is of course only attainable with a priori knowledge of the direction of change. Tests based on the max $H_j(\mathcal{S}_1)$, $j = 1, \ldots, 3$, statistics are significantly outperformed by those based on the max $H_j(\mathcal{S}_1(\cdot))$, $j = 1, \ldots, 3$, and by the standard NM test.

Simulation results for the case of changes from $I(1)$ to $I(0)$ are reported in Table 3. It is striking that, for the tests proposed in this paper, the results in Table 3 are almost identical to those reported in Table 2 if one exchanges $\tau_0$ with $1-\tau_0$. The intuition behind this is that a process which switches from $I(1)$ to $I(0)$ behaviour at $\tau$ may
<table>
<thead>
<tr>
<th>$\sigma_0 = 0$</th>
<th>$\sigma_0 = 0.01$</th>
<th>$\sigma_0 = 0.025$</th>
<th>$\sigma_0 = 0.05$</th>
<th>$\sigma_0 = 0.1$</th>
<th>$\sigma_0 = 0.25$</th>
<th>$\sigma_0 = 0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_0 = 0.3$</td>
<td>$\tau_0 = 0.5$</td>
<td>$\tau_0 = 0.7$</td>
<td>$\tau_0 = 0.3$</td>
<td>$\tau_0 = 0.5$</td>
<td>$\tau_0 = 0.7$</td>
<td>$\tau_0 = 0.3$</td>
</tr>
<tr>
<td>$H_1(I)$</td>
<td>4.87</td>
<td>5.12</td>
<td>5.27</td>
<td>4.90</td>
<td>5.36</td>
<td>5.38</td>
</tr>
<tr>
<td>$H_1(I')$</td>
<td>4.22</td>
<td>4.22</td>
<td>4.34</td>
<td>4.44</td>
<td>4.55</td>
<td>5.02</td>
</tr>
<tr>
<td>$H_2(I)$</td>
<td>5.51</td>
<td>5.51</td>
<td>5.53</td>
<td>5.48</td>
<td>5.45</td>
<td>6.12</td>
</tr>
<tr>
<td>$H_2(I')$</td>
<td>5.28</td>
<td>5.28</td>
<td>5.42</td>
<td>5.96</td>
<td>6.32</td>
<td>6.50</td>
</tr>
<tr>
<td>$H_3(I)$</td>
<td>4.87</td>
<td>5.12</td>
<td>5.27</td>
<td>4.90</td>
<td>5.36</td>
<td>5.38</td>
</tr>
<tr>
<td>$H_3(I')$</td>
<td>4.22</td>
<td>4.22</td>
<td>4.34</td>
<td>4.44</td>
<td>4.55</td>
<td>5.02</td>
</tr>
<tr>
<td>$H_3(I''I)$</td>
<td>5.51</td>
<td>5.51</td>
<td>5.53</td>
<td>5.48</td>
<td>5.45</td>
<td>6.12</td>
</tr>
<tr>
<td>$H_3(I''I')$</td>
<td>5.28</td>
<td>5.28</td>
<td>5.42</td>
<td>5.96</td>
<td>6.32</td>
<td>6.50</td>
</tr>
<tr>
<td>$H_3(I''I''I)$</td>
<td>4.87</td>
<td>5.12</td>
<td>5.27</td>
<td>4.90</td>
<td>5.36</td>
<td>5.38</td>
</tr>
<tr>
<td>$H_3(I''I''I')$</td>
<td>4.22</td>
<td>4.22</td>
<td>4.34</td>
<td>4.44</td>
<td>4.55</td>
<td>5.02</td>
</tr>
<tr>
<td>$H_3(I''I''I''I)$</td>
<td>5.51</td>
<td>5.51</td>
<td>5.53</td>
<td>5.48</td>
<td>5.45</td>
<td>6.12</td>
</tr>
<tr>
<td>$H_3(I''I''I''I')$</td>
<td>5.28</td>
<td>5.28</td>
<td>5.42</td>
<td>5.96</td>
<td>6.32</td>
<td>6.50</td>
</tr>
</tbody>
</table>

Table 3
Empirical rejection frequencies for the tests against $I(1)$-$I(0)$, $T = 100$
also be viewed as a process with the opposite switch in behaviour at \((1 - \tau)\) when the observations are taken in reverse order. Consequently, all of the comments made regarding the results in Tables 2 translate almost directly to the results from Tables 3. In particular, (i) the ranking of the tests is again LBI-based, NM-based, ratio-based, and (ii) power is higher the larger is \(\tau_0\).

In practice it is likely that one will not know, a priori, whether the process has undergone a switch from \(I(0)\) to \(I(1)\) behaviour, or vice versa. It is therefore important to investigate the power properties of tests designed to detect a switch in one direction against a switch in the other direction. Table 4 reports simulated rejection frequencies for the various tests designed to pick up on changes from \(I(0)\) to \(I(1)\) when the true process switches from \(I(1)\) to \(I(0)\). We also considered the reverse scenario but this gave qualitatively similar results; results for this case are reported in BT.

Consider Table 4. The \(\mathcal{N}_M(\tau_0)\) test displays power below the nominal level, while \(\mathcal{N}_M(\tau_0, 1)\) has power roughly equal to size. Among the tests constructed in terms of the functionals \(H_j(\cdot), j = 1, 2, 3\), only the LBI-based statistics seem to provide reasonable power for the whole range of breakpoint locations \(\tau_0 = 0.3, 0.5, 0.7\), while the sub-sample NM and ratio-based tests have very low power when \(\tau_0\) is small. Overall the ratio-based tests again perform worst. Notice that power is now higher the larger is \(\tau_0\). Indeed, for \(\tau_0 = 0.7\) the LBI-based tests designed to detect a change from \(I(0)\) to \(I(1)\) are often more powerful against a change in the opposite direction. Moreover, a comparison with the results in Tables 2 and 3 shows that the standard NM test and the \(\max\{H_j(S_1(\cdot)), H_j(S_0(\cdot))\}, j = 1, 2, 3\), tests of (4.16), outperform the LBI-based tests designed for the ‘wrong’ alternative, as would be expected.

Overall, the simulation evidence is strongly in favour of using the LBI-based tests to detect a change in the order of integration of a time series when the direction of the change is known. If it is not, then the maximum LBI-based tests of (4.16) and the standard NM test, \(\mathcal{N}_M\), are preferred with the former displaying the higher power, in general. Significantly, knowledge of the time of the change does not appear to provide any notable advantage. As a final point, the inconsistency of the ratio-based tests against the ‘wrong’ alternative might be used constructively to help identify the direction of change, where it is unknown. Indeed, the ratio-based tests should also be useful in identifying if there is a change in persistence at all; cf. Remarks 2.4 and 3.2. We provide an illustration of this in Section 7.

6. Generalisations

In this Section we extend our model and test statistics in three directions. Firstly, we allow for a polynomial trend and/or structural breaks at known positions in the deterministic kernel \(d_t\). Secondly, we discuss testing in the presence of structural breaks at unknown points in the sample and provide an asymptotically valid two-stage procedure for this case. Finally, as in KPSS, we extend our analysis to allow for weakly dependent errors.
Table 4
Empirical rejection frequencies for the tests against $I(0)$-$(1)$ under the DGP $I(1)$-$I(0)$, $T = 100$

<table>
<thead>
<tr>
<th></th>
<th>$\sigma_\eta = 0$</th>
<th>$\sigma_\eta = 0.01$</th>
<th>$\sigma_\eta = 0.025$</th>
<th>$\sigma_\eta = 0.05$</th>
<th>$\sigma_\eta = 0.1$</th>
<th>$\sigma_\eta = 0.25$</th>
<th>$\sigma_\eta = 0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi^2(\tau_0)$</td>
<td>5.14</td>
<td>5.03</td>
<td>5.35</td>
<td>5.19</td>
<td>4.87</td>
<td>5.26</td>
<td>4.98</td>
</tr>
<tr>
<td>$H_1(\chi^2(\tau_0))$</td>
<td>4.35</td>
<td>4.35</td>
<td>4.35</td>
<td>4.18</td>
<td>4.26</td>
<td>4.33</td>
<td>4.22</td>
</tr>
<tr>
<td>$H_2(\chi^2(\tau_0))$</td>
<td>5.36</td>
<td>5.36</td>
<td>5.36</td>
<td>5.47</td>
<td>5.46</td>
<td>5.42</td>
<td>5.09</td>
</tr>
<tr>
<td>$\psi = 0$</td>
<td>5.45</td>
<td>5.45</td>
<td>5.45</td>
<td>5.45</td>
<td>5.12</td>
<td>5.16</td>
<td>5.87</td>
</tr>
<tr>
<td>$H_1(\psi = 0)$</td>
<td>5.08</td>
<td>5.29</td>
<td>5.22</td>
<td>5.08</td>
<td>5.29</td>
<td>5.22</td>
<td>5.08</td>
</tr>
<tr>
<td>$H_2(\psi = 0)$</td>
<td>2.89</td>
<td>2.89</td>
<td>2.89</td>
<td>2.96</td>
<td>3.08</td>
<td>3.73</td>
<td>3.93</td>
</tr>
<tr>
<td>$H_3(\psi = 0)$</td>
<td>4.66</td>
<td>4.66</td>
<td>4.64</td>
<td>4.61</td>
<td>4.65</td>
<td>4.66</td>
<td>5.59</td>
</tr>
<tr>
<td>$H_1(\psi = 0)$</td>
<td>4.68</td>
<td>4.68</td>
<td>4.68</td>
<td>4.66</td>
<td>4.70</td>
<td>4.74</td>
<td>5.69</td>
</tr>
<tr>
<td>$H_2(\psi = 0)$</td>
<td>5.47</td>
<td>5.60</td>
<td>5.76</td>
<td>5.73</td>
<td>6.56</td>
<td>7.59</td>
<td>6.51</td>
</tr>
<tr>
<td>$H_3(\psi = 0)$</td>
<td>5.93</td>
<td>5.93</td>
<td>5.93</td>
<td>6.00</td>
<td>6.22</td>
<td>6.51</td>
<td>6.20</td>
</tr>
<tr>
<td>$\chi^2(\tau_0)$</td>
<td>5.42</td>
<td>5.42</td>
<td>5.42</td>
<td>5.56</td>
<td>5.65</td>
<td>7.24</td>
<td>9.39</td>
</tr>
<tr>
<td>$H_1(\chi^2(\tau_0))$</td>
<td>5.53</td>
<td>5.53</td>
<td>5.53</td>
<td>5.69</td>
<td>6.03</td>
<td>5.73</td>
<td>7.30</td>
</tr>
<tr>
<td>$H_2(\chi^2(\tau_0))$</td>
<td>5.53</td>
<td>5.53</td>
<td>5.53</td>
<td>5.69</td>
<td>6.03</td>
<td>5.73</td>
<td>7.30</td>
</tr>
</tbody>
</table>
6.1. Extended deterministic specifications

Thus far we have assumed that \( d_i = \beta_0 \) in (2.1), but the results can be easily extended to allow \( d_i = x_i' \beta \), where \( x_i \) is a \( p \times 1 \), \( p < T \), fixed sequence with associated parameter vector \( \beta \). One simply needs to construct the various statistics with the OLS residuals from the regression of \( y_t \) on \( x_t \), \( t = 1, \ldots, T \). The distributions and critical values will, however, change.

In the context of \( NM \) of (2.16), MacNeill (1978) provides the limiting distributions when \( x_i \) is the \( p \)-th order polynomial trend, \( x_t = (1, t, \ldots, t^{p-1}, t^p)' \), \( 0 \leq p < \infty \), while Busetti and Harvey (2001) [BH] consider the possibility of structural breaks in the trend, e.g. the broken level case, \( x_t = (1, h_t(\lambda_0))' \), and the broken trend case, \( x_t = (1, t, h_t(\lambda_0), t^2 h_t(\lambda_0))' \), where the indicator variable \( h_t(\lambda_0) = 1(t > [T \lambda_0]) \) and \( \lambda_0 \) is \((0, 1)\) is a known deterministic breakpoint.

All of the test statistics developed in this paper may be extended in exactly the same way; that is, the OLS residuals \{\( \hat{e}_{t} \}_{t=1}^{T}, \{\hat{e}_{0,t} \}_{t=1}^{T} \} \) must now be obtained from the regression of \( y_t \) on \( x_t \) for \( t = 1, \ldots, T, t = 1, \ldots, [T \lambda_0] \), and \( t = [T \lambda_0] + 1, \ldots, T \), respectively. \(^7\) Those tests of Sections 2 and 3 which were constructed to be LBI against a particular alternative model for \( d_i = \beta_0 \), when modified as above are correspondingly LBI for \( d_i = x_i' \beta \). Denote by \( x(r), r \in [0, 1] \), the appropriately scaled limit on the unit interval of the \( x_t \); e.g. for the polynomial trend case \( x(r) = (1, r, \ldots, r^{p-1}, r^p)' \), \( 1 \leq p < \infty \), while for the broken trend case \( x(r) = (1, r, 1(r > \lambda_0), r, 1(r > \lambda_0))' \). Then the limiting distributions of the statistics of Sections 2 and 3 are as detailed above, except that \( d \bar{V}_j(r), d \bar{V}_j^*(r) \) and \( d \bar{V}_j^{**}(r) \) now constitute the projection residuals of \( d \bar{V}_j(r) \) projected onto the subspace generated by \( x(r) \) in \( L_2[0, 1], L_2(\tau, 1) \) and \( L_2[0, \tau] \), respectively. That is,

\[
\begin{align*}
\bar{V}_j(r) & \equiv \bar{V}_j(r) - \int_0^1 x(r)' d \bar{V}_j(r) \left( \int_0^1 x(r)x(r)' \, dr \right)^{-1} \\
& \times \int_0^r x(s) \, ds, \quad r \in [0, 1], \quad (6.1)
\end{align*}
\]

\[
\begin{align*}
\bar{V}_j^*(r) & \equiv \bar{V}_j(r) - \bar{V}_j(\tau) - \int_\tau^1 x(r)' d \bar{V}_j(r) \left( \int_\tau^1 x(r)x(r)' \, dr \right)^{-1} \\
& \times \int_\tau^r x(s) \, ds, \quad r \in (\tau, 1], \quad (6.2)
\end{align*}
\]

and

\[
\begin{align*}
\bar{V}_j^{**}(r) & \equiv \bar{V}_j(r) - \int_0^r x(r)' d \bar{V}_j(r) \left( \int_0^r x(r)x(r)' \, dr \right)^{-1} \\
& \times \int_0^r x(s) \, ds, \quad r \in [0, \tau], \quad (6.3)
\end{align*}
\]

\(^7\) When constructing the sub-sample residuals, any indicator variables should, of course, be omitted from \( x_t \) if \( h_t(\lambda_0) \) assumes a fixed value throughout a given sub-sample. An obvious example occurs where \( \tau = \lambda_0 \).
in each case for \( j = 1, 2 \). Notice that these formulae reduce to those given in Sections 2 and 3 for the case of \( x_i = 1 \). Critical values for the linear trend case, \( x_i = (1, t)' \), are provided in Table 1. The limiting null distribution of \( \mathcal{N} \mathcal{M} \) of (2.16) in this case is as a second level Cramér-von Mises distribution with one degree of freedom, denoted \( C\mathcal{V}M_2(1) \), critical values from which can be obtained from Table 1 of KPSS, p. 166. The case of a structural break in the trend is considered in more detail in the next section. The stated consistency results against fixed alternatives given in Sections 2 and 3 remain valid for the general \( x_i \) above, as do the corrections for weakly dependent errors outlined in Section 6.3.

We repeated the simulation experiments of Section 5 for the linear trend case, \( x_i = (1, t)' \). Qualitatively similar results, reported in BT, are obtained. In particular, the same ranking of the tests applies: LBI-based, NM-based, ratio-based. Interestingly, the size of the LBI-based tests seems somewhat more reliable for this case. As expected, power is somewhat lower, since one additional nuisance parameter has to be estimated; see also KPSS.

### 6.2. Dealing with structural breaks in the trend

We now consider further the two leading cases analysed by BH: (i) the broken level \( x_i = (1, h_i(\lambda_0))' \), and (ii) the broken trend \( x_i = (1, t, h_i(\lambda_0), th_i(\lambda_0))' \). In practice an interesting case is that of \( \lambda_0 = \tau_0 \); i.e. when a deterministic trend break and a persistence change occur simultaneously. We assume this to hold for the purposes of this section.

Suppose first that the breakpoint is known and consider the broken level case. Let \( \hat{\epsilon}_t \) be the OLS residuals from the regression of \( y_t \) on \( x_i = (1, h_i(\lambda_0))' \), \( t = 1, \ldots, T \). It is then clear that \( \hat{\epsilon}_t = \hat{\epsilon}_{0,t} \) for \( t = 1, \ldots, [\lambda_0 T] \), while \( \hat{\epsilon}_t = \hat{\epsilon}_{1,t} \) for \( t = [\lambda_0 T] + 1, \ldots, T \), where \( \hat{\epsilon}_{j,t} \), \( j = 0, 1 \), are defined below (2.6). Consequently, the statistics \( H_M(\tau_0) \), \( \mathcal{N} \mathcal{M}(\tau_0, 1) \) and \( \mathcal{N} \mathcal{M}(0, \tau_0) \) are exactly as given in Sections 2 and 3, while \( \mathcal{F}_1(\tau_0) = \mathcal{N} \mathcal{M}(\tau_0, 1) \sigma_1^2 / \hat{\sigma}_2^2 \) and \( \mathcal{F}_0(\tau_0) = \mathcal{N} \mathcal{M}(0, \tau_0) \hat{\sigma}_0^2 / \hat{\sigma}_1^2 \) where \( \hat{\sigma}_1^2 \) and \( \hat{\sigma}_0^2 \) are defined below (2.19) and (3.10) respectively and \( \hat{\sigma}_1^2 = T^{-1} \sum_{t=1}^{T} \hat{\epsilon}_{1,t}^2 \). Consequently, the limiting null distributions of the \( \mathcal{N} \mathcal{M}(\tau_0, 1) \), \( \mathcal{N} \mathcal{M}(0, \tau_0) \mathcal{F}_1(\tau_0) \) and \( \mathcal{F}_0(\tau_0) \) statistics are all \( C\mathcal{V}M_1(1) \), while that of \( H_M(\tau_0) \) is as given in (2.10), with critical values taken from Table 1, for the level case. Critical values for the full sample \( \mathcal{N} \mathcal{M} \) test in this case are obtained from Table I(a) of BH, p. 134, for \( \lambda_0 = 0.1, 0.2, \ldots, 0.9 \). A similar situation occurs for the broken trend case, except that the distribution of the sub-sample NM and LBI statistics is now \( C\mathcal{V}M_2(1) \), and the critical values for the ratio test and full sample NM test are obtained from the trend case of Table 1 and from Table I(b) of BH, p. 134, respectively.

A detailed analysis of the case \( \lambda_0 \neq \tau_0 \) and of the behaviour of the statistics constructed in terms of the functionals \( H_i(\cdot) \), \( i = 1, 2, 3 \), of (2.7)–(2.9) goes beyond the scope of this paper and it is left for future research. It is, however, worthwhile to note that for \( \lambda_0 < \tau_0 \) the limiting null distribution of \( \mathcal{N} \mathcal{M}(\tau_0, 1) \) remains either \( C\mathcal{V}M_1(1) \) [level case] or \( C\mathcal{V}M_2(2) \) [trend case], while critical values for \( \mathcal{N} \mathcal{M}(0, \tau_0) \) can be obtained from Tables I(a)–(b) of BH corresponding to a breakpoint location parameter of \( \lambda_0 / \tau_0 \). Similarly, for \( \lambda_0 > \tau_0 \) the critical values of \( \mathcal{N} \mathcal{M}(\tau_0, 1) \) can be taken from
the Tables I(a)–(b) of BH with breakpoint \((\lambda_0 - \tau_0)/(1 - \tau_0)\) and those of \(\mathcal{N}_{\mathcal{M}}(0, \tau_0)\) from either the \(CvM_1(1)\) or \(CvM_2(1)\) distribution.

The case where the timing of the deterministic break is unknown is more complicated. The literature on stationarity tests has tackled this problem by estimating the breakpoint and using that estimate as if it were the true value; see, Kurozumi (2002) and Busetti and Harvey (2003). The same two-stage procedure can be used with our persistence change tests. Following Bai (1997), consider the breakpoint estimator

\[
\hat{\lambda} = \arg\min_{\lambda \in \Lambda} \sum_{t=1}^{T} \hat{\varepsilon}_t(\lambda)^2, \tag{6.4}
\]

where \(\{\hat{\varepsilon}_t(\lambda)\}_{t=1}^{T}\) are the OLS residuals of a regression of \(y_t\) on \(x_t = (1, h_t(\lambda))'\) or \(x_t = (1, t, h_t(\lambda), th_t(\lambda))'\) for the broken level and broken trend cases respectively, and \(\Lambda\) is a sub-interval of [0, 1] with \(\lambda_0 \in \Lambda\). The estimator \(\hat{\lambda}\) is \(T\)-consistent under \(H_0\) and is then used as if it were \(\lambda_0\): asymptotically valid critical values may thus be obtained from Table 1.

Table 5 provides empirical rejection frequencies for the \(\mathcal{K}_M(\tau_0)\), \(\mathcal{N}_{\mathcal{M}}(\tau_0, 1)\), \(\mathcal{S}_1(\tau_0)\) and \(\mathcal{N}_{\mathcal{M}}(\tau_0, 1)\) tests for data generated according to\(^8\) (2.1)–(2.2) for \(T = 100\) with \(d_t = \beta_0 + \delta h_t(\lambda_0)\), \(\sigma^2 = 1\), with \(\lambda_0 = \tau_0\). The statistics were computed using the residuals from a regression of \(y_t\) on \(x_t = (1, h_t(\lambda))'\), with \(\lambda\) either the true value, \(\lambda_0\), or the estimate from (6.4) with \(\Lambda = [0.2, 0.8]\). We investigate the impact of varying the breakpoint and shift magnitude among \(\lambda_0 = 0.3, 0.5, 0.7\) and \(\delta = 0, 1, 2, 4\).

Where \(\lambda_0\) is known all of the tests are exact invariant to \(\delta\) and the results for \(\mathcal{K}_M(\tau_0)\) and \(\mathcal{N}_{\mathcal{M}}(\tau_0, 1)\) coincide with those in Table 2. All tests have empirical size close to the nominal asymptotic 5% level, with power highest for the exact LBI test although, as expected, its advantage over the sub-sample NM test is much reduced relative to the corresponding results in Table 2. As in Table 2, power is generally higher the lower is \(\lambda_0\).

When the breakpoint is estimated, the results depend on \(\delta\). Table 5 shows that the tests do not seem to suffer from large size distortions, with the exception of the full sample NM test\(^9\) for \(\delta = 0\) and \(\delta = 4\) and the ratio test for \(\delta = 4\). In general, the larger is \(\delta\) the easier it is to identify the breakpoint. Correspondingly, the power loss due to the estimation of \(\lambda_0\) is low for \(\delta \geq 2\). The ratio test is the most sensitive to breakpoint estimation: e.g., when \(\delta = 4, \sigma_\eta = 0.25, \lambda_0 = 0.5\) its empirical power is only around 43%, as against 57% for the known breakpoint case. Interestingly, for the ratio test it no longer always holds that power is higher the lower is \(\lambda_0\). Indeed for \(\sigma_\eta = 0.5\) and \(\delta \leq 1\) the reverse is true.

Finally, in unreported simulations (available upon request) we also considered testing without allowing for a break. It is well known that an unaccounted break induces spurious rejection, even asymptotically, for the stationarity tests; see e.g. Nyblom (1989). The same type of behaviour is expected for our tests. In fact, for \(T = 100\), most tests

---

\(^8\) We replicated these experiments for the corresponding \(I(1)-I(0)\) change DGP. The results were qualitatively similar and available on request.

\(^9\) Critical values for \(\mathcal{N}_{\mathcal{M}}(2.16)\) depend on the estimated breakpoint, and were obtained by linear interpolation of those reported in Table I(a) of BH.
Table 5
Empirical rejection frequencies for the case $I(0)$-$I(1)$ in the presence of a deterministic break, $T = 100$

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>$\sigma_0 = 0$</th>
<th>$\sigma_0 = 0.01$</th>
<th>$\sigma_0 = 0.025$</th>
<th>$\sigma_0 = 0.05$</th>
<th>$\sigma_0 = 0.1$</th>
<th>$\sigma_0 = 0.25$</th>
<th>$\sigma_0 = 0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta = 0$</td>
<td>$\mathcal{S}(t_0)$</td>
<td>5.14</td>
<td>5.03</td>
<td>5.35</td>
<td>5.57</td>
<td>5.16</td>
<td>5.35</td>
</tr>
<tr>
<td>$\mathcal{A}_0(t_0)$</td>
<td>5.08</td>
<td>5.29</td>
<td>5.22</td>
<td>5.77</td>
<td>5.38</td>
<td>5.05</td>
<td>4.99</td>
</tr>
<tr>
<td>$\mathcal{S}_1(t_0)$</td>
<td>5.27</td>
<td>5.38</td>
<td>5.25</td>
<td>5.81</td>
<td>5.59</td>
<td>5.47</td>
<td>8.70</td>
</tr>
<tr>
<td>$\delta = 1$</td>
<td>$\mathcal{S}(t_0)$</td>
<td>4.96</td>
<td>4.72</td>
<td>5.07</td>
<td>5.58</td>
<td>4.94</td>
<td>5.05</td>
</tr>
<tr>
<td>$\mathcal{A}_0(t_0)$</td>
<td>4.86</td>
<td>4.25</td>
<td>4.34</td>
<td>4.44</td>
<td>4.62</td>
<td>4.49</td>
<td>6.48</td>
</tr>
<tr>
<td>$\mathcal{S}_1(t_0)$</td>
<td>4.92</td>
<td>4.67</td>
<td>4.40</td>
<td>4.18</td>
<td>6.63</td>
<td>5.58</td>
<td>6.48</td>
</tr>
<tr>
<td>$\delta = 2$</td>
<td>$\mathcal{S}(t_0)$</td>
<td>4.41</td>
<td>4.66</td>
<td>4.79</td>
<td>4.63</td>
<td>4.74</td>
<td>4.85</td>
</tr>
<tr>
<td>$\mathcal{A}_0(t_0)$</td>
<td>4.37</td>
<td>4.26</td>
<td>4.38</td>
<td>4.24</td>
<td>4.18</td>
<td>4.32</td>
<td>6.32</td>
</tr>
<tr>
<td>$\mathcal{S}_1(t_0)$</td>
<td>3.83</td>
<td>3.39</td>
<td>4.06</td>
<td>3.36</td>
<td>3.37</td>
<td>6.32</td>
<td>4.14</td>
</tr>
<tr>
<td>$\delta = 4$</td>
<td>$\mathcal{S}(t_0)$</td>
<td>0.78</td>
<td>1.69</td>
<td>2.48</td>
<td>0.79</td>
<td>1.82</td>
<td>2.55</td>
</tr>
<tr>
<td>$\mathcal{A}_0(t_0)$</td>
<td>5.01</td>
<td>5.12</td>
<td>5.41</td>
<td>5.54</td>
<td>5.46</td>
<td>8.45</td>
<td>7.19</td>
</tr>
<tr>
<td>$\mathcal{S}_1(t_0)$</td>
<td>3.44</td>
<td>3.24</td>
<td>3.58</td>
<td>3.73</td>
<td>3.61</td>
<td>3.72</td>
<td>6.31</td>
</tr>
<tr>
<td>$\mathcal{A}_0(t_0)$</td>
<td>3.73</td>
<td>7.65</td>
<td>8.85</td>
<td>3.95</td>
<td>7.76</td>
<td>8.84</td>
<td>6.55</td>
</tr>
</tbody>
</table>
have an empirical size of between 90% and 100% for a shift as small as twice the standard deviation of the noise. The exact distortions depend on the breakpoint, break magnitude and direction of change, as might be expected, and increased in magnitude as the sample size is increased.

6.3. Serial correlation

KPSS generalise (2.1)–(2.2) for $\tau_0 = 1$, to the case where the observation error process $\{\varepsilon_i\}$ satisfies the familiar $x$-mixing conditions of Phillips and Perron (1988, p. 336), with long run variance $\sigma^2_0 = \lim_{T \to \infty} T^{-1} E(\sum_{t=1}^T \varepsilon_i)^2$. In such cases, KPSS suggest replacing the OLS variance estimator $\hat{\sigma}^2$ in $\mathcal{N}$ of (2.16) by the non-parametric estimator

$$\hat{\sigma}_L^2 = T^{-1} \sum_{i=1}^T \hat{\varepsilon}_i^2 + 2T^{-1} \sum_{i=1}^m w(i, m) \sum_{i=i+1}^T \hat{\varepsilon}_i \hat{\varepsilon}_{i-i},$$

(6.5)

where $w(i, m) = 1 - i/(m + 1)$, $i = 1, \ldots, m, m$ the lag-truncation parameter. The rate conditions $m \to \infty$ and $m = o(T^{1/2})$ as $T \to \infty$ are sufficient to ensure that $\hat{\sigma}_L^2 \to^p \sigma_L^2$ under both $H_0$ of (2.3) and the local alternative $H_c$ that the long run variance of $\eta_t$ is $\sigma_L^2 c^2/T^2$; see Stock (1994, p. 2797–99).

If we generalise (2.1)–(2.2) and (2.1)–(3.1) to allow weak dependence in $\varepsilon_i$, no correction is needed for the ratio-based tests of Sections 2.1 and 3.1, while the LBI-based statistics of Sections 2.2 and 3.2 need to be modified in the manner suggested by KPSS. That is, by replacing $\hat{\sigma}^2$ in the right members of (2.16), (2.15) and (3.7) by $\hat{\sigma}_L^2$ of (6.5). For the sub-sample NM-type statistics of Sections 2.2 and 3.2, we must replace the two sub-sample OLS variance estimators with the corresponding non-parametric long-run variance estimators. That is, we replace $\hat{\sigma}_1^2$ and $\hat{\sigma}_0^2$ in (2.19) and (3.10), and the functions $H_j(\cdot)$, $j = 1, \ldots, 3$, thereof, by, respectively,

$$\hat{\sigma}_1^2 = (T - [\tau T])^{-1} \sum_{t=[\tau T]+1}^T \hat{\varepsilon}_{1,t}^2 + 2(T - [\tau T])^{-1}$$

$$\times \sum_{i=1}^m w(i, m) \sum_{t=i+[\tau T]+1}^T \hat{\varepsilon}_{1,t} \hat{\varepsilon}_{1,t-i},$$

(6.6)

and

$$\hat{\sigma}_0^2 = ([\tau T])^{-1} \sum_{t=1}^{[\tau T]} \hat{\varepsilon}_{0,t}^2 + 2([\tau T])^{-1} \sum_{i=1}^m w(i, m) \sum_{i=i+1}^{[\tau T]} \hat{\varepsilon}_{0,t} \hat{\varepsilon}_{0,t-i}.$$

(6.7)

The resulting non-parametrically modified statistics maintain the limiting null distributions given in Theorems 2.3, 2.5, 3.3 and 3.5 in the presence of weakly dependent errors. The consistency results stated in Sections 2 and 3 under fixed alternatives hold except that for those tests using long run variance estimators the rates are now $O_p(T/m)$; cf KPSS.
We repeated the simulation experiments of Section 5 for cases where the errors display serial correlation. The results broadly confirm the findings reported in Section 5 and are therefore not presented in detail. As an example, we report in Table 6 the empirical rejection frequencies of the tests of Section 2.2 using the non-parametric correction for serial correlation outlined above with \( m = 0, 4, 8 \). We also report the corresponding quantities for the ratio-based tests of Section 2.1. The simulations are based on the DGP (2.1)–(2.2) for \( T = 100 \) and with \( \tau_0 = 0.5 \) but with the white noise process \( \varepsilon_t \) in (2.1) replaced by an AR(1) process with autoregressive coefficient \( \rho = 0.5 \).

Note first that the ratio-based tests, which do not require estimation of the long run variance, appear to be quite badly oversized, although unreported results demonstrate that empirical size does tend towards the nominal level as \( T \) is increased. For a given sample size, there is clearly nothing that the practitioner can do about the size properties of these tests. For the remaining tests, the usual trade-off between size and power in \( m \) seen in residual-based tests (see, inter alia, KPSS pp. 169–173) is apparent, with the exception of the \( H_1(N \cdot M(\cdot, 1)) \) test which appears highly unreliable. Other simulation results, available on request, demonstrate that the closer is \( \rho \) to one the worse are the size distortions in the ratio tests and, for the remaining tests, the larger must \( m \) be to obtain tests with actual size close to the nominal level. As concerns power, the same ranking of the tests as noted in Section 5, i.e., LBI-based, NM-based, and ratio-based, in that order, seems to emerge from the results in Table 6, once \( m \) is chosen in each case to make the tests size-comparable.

7. Application: US inflation rate

We apply the tests discussed in this paper to the quarterly series of US inflation rate for the period 1960Q2–2000Q4. The series is calculated as first difference of the logarithm of the (seasonally adjusted) consumer price index, the latter obtained from the OECD Main Economic Indicators. Ratio-based tests apart, the statistics were computed using the non-parametric variance estimators, as outlined in Section 6.3, for \( m = 0, 1, \ldots, 12 \).

Consider first Table 7 which reports the tests of Sections 2 and 3 for the fixed level case, \( x_t = 1 \). The standard NM statistic, \( N \cdot \mathcal{M} \) and the max \( H_j(\mathscr{S}) \), \( j = 1, \ldots, 3 \), statistics of (4.16) all reject \( H_0 \) at the 10% significance level when \( m \leq 6 \), at the 5% level when \( m \leq 4 \), and at the 1% level when \( m \leq 2 \). The null hypothesis that the US inflation rate follows a stationary process is clearly rejected. Notice that max \( H_j(\mathscr{S}) = H_j((\mathscr{S}^jM(\cdot,-1)) \) at each level in each case \( H_0 \) is rejected at the 1% level; cf Table 1.

Given the rejection of \( H_0 \), we now investigate in which direction (and at what date) the order of integration changes, and indeed if there does appear to have been a change or whether the series is a constant \( I(1) \) process. To that end, notice first that, although both the statistics designed for detecting \( I(0) - I(1) \) and those for \( I(1) - I(0) \) point towards a rejection of \( H_0 \), the outcome looks firmer in the latter case: for example, \( H_1(\mathscr{S}_0(\cdot)) \) rejects at 10% when \( m \leq 9 \), while \( H_1(\mathscr{S}_1(\cdot)) \) only rejects at this significance level when \( m \leq 3 \). Recall that, with the exception of the ratio-based statistics, each statistic also yields consistent tests against persistence changes in the opposite direction. It was also remarked, in Section 5, that this feature of the ratio-based statistics might
Table 6
Empirical rejection frequencies for the tests $I(0)$-$I(1)$ modified for serial correlation: case of AR(1) disturbance with parameter 0.5, $T = 100$, $\tau_0 = 0.5$

<table>
<thead>
<tr>
<th></th>
<th>$\sigma_\eta = 0$</th>
<th>$\sigma_\eta = 0.01$</th>
<th>$\sigma_\eta = 0.025$</th>
<th>$\sigma_\eta = 0.05$</th>
<th>$\sigma_\eta = 0.1$</th>
<th>$\sigma_\eta = 0.25$</th>
<th>$\sigma_\eta = 0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m = 0$</td>
<td>7.56</td>
<td>7.56</td>
<td>7.56</td>
<td>7.56</td>
<td>7.56</td>
<td>7.56</td>
<td>7.56</td>
</tr>
<tr>
<td>$m = 8$</td>
<td>10.04</td>
<td>10.04</td>
<td>10.04</td>
<td>10.04</td>
<td>10.04</td>
<td>10.04</td>
<td>10.04</td>
</tr>
<tr>
<td>$m = 12$</td>
<td>11.32</td>
<td>11.32</td>
<td>11.32</td>
<td>11.32</td>
<td>11.32</td>
<td>11.32</td>
<td>11.32</td>
</tr>
<tr>
<td>$\mathcal{M}(\tau_0)$</td>
<td>35.68</td>
<td>8.54</td>
<td>5.18</td>
<td>35.72</td>
<td>8.72</td>
<td>5.00</td>
<td>35.80</td>
</tr>
<tr>
<td>$\mathcal{H}_1(\mathcal{M}(\cdot))$</td>
<td>34.12</td>
<td>8.12</td>
<td>3.04</td>
<td>34.62</td>
<td>8.02</td>
<td>3.08</td>
<td>34.70</td>
</tr>
<tr>
<td>$\mathcal{H}_2(\mathcal{M}(\cdot))$</td>
<td>44.98</td>
<td>4.48</td>
<td>2.46</td>
<td>45.52</td>
<td>4.44</td>
<td>2.54</td>
<td>45.60</td>
</tr>
<tr>
<td>$\mathcal{H}_3(\mathcal{M}(\cdot))$</td>
<td>50.06</td>
<td>7.10</td>
<td>3.84</td>
<td>49.50</td>
<td>7.36</td>
<td>3.82</td>
<td>49.60</td>
</tr>
<tr>
<td>$\max \mathcal{H}_1(\mathcal{M})$</td>
<td>30.68</td>
<td>9.44</td>
<td>6.16</td>
<td>30.76</td>
<td>9.86</td>
<td>6.38</td>
<td>30.90</td>
</tr>
<tr>
<td>$\max \mathcal{H}_2(\mathcal{M})$</td>
<td>35.72</td>
<td>9.42</td>
<td>6.16</td>
<td>35.90</td>
<td>9.80</td>
<td>6.52</td>
<td>38.40</td>
</tr>
<tr>
<td>$\max \mathcal{H}_3(\mathcal{M})$</td>
<td>32.40</td>
<td>9.12</td>
<td>5.94</td>
<td>32.52</td>
<td>9.62</td>
<td>6.34</td>
<td>34.80</td>
</tr>
<tr>
<td>$\mathcal{S}_1(\tau_0)$</td>
<td>33.10</td>
<td>9.30</td>
<td>6.06</td>
<td>33.26</td>
<td>9.70</td>
<td>6.60</td>
<td>35.10</td>
</tr>
<tr>
<td>$\mathcal{H}_1(\mathcal{S}_1(\cdot))$</td>
<td>41.26</td>
<td>8.02</td>
<td>4.08</td>
<td>41.60</td>
<td>8.16</td>
<td>4.06</td>
<td>43.80</td>
</tr>
<tr>
<td>$\mathcal{H}_2(\mathcal{S}_1(\cdot))$</td>
<td>36.98</td>
<td>8.36</td>
<td>4.60</td>
<td>37.18</td>
<td>8.68</td>
<td>4.72</td>
<td>39.30</td>
</tr>
<tr>
<td>$\max \mathcal{H}_1(\mathcal{S}_1)$</td>
<td>37.68</td>
<td>8.48</td>
<td>4.52</td>
<td>38.02</td>
<td>8.52</td>
<td>4.60</td>
<td>39.86</td>
</tr>
<tr>
<td>$\max \mathcal{H}_2(\mathcal{S}_1)$</td>
<td>10.92</td>
<td>10.92</td>
<td>10.92</td>
<td>10.94</td>
<td>10.94</td>
<td>10.94</td>
<td>11.24</td>
</tr>
<tr>
<td>$\max \mathcal{H}_3(\mathcal{S}_1)$</td>
<td>11.22</td>
<td>11.22</td>
<td>11.22</td>
<td>10.88</td>
<td>10.88</td>
<td>10.88</td>
<td>11.16</td>
</tr>
<tr>
<td>$\mathcal{S}_2(\tau_0)$</td>
<td>12.90</td>
<td>12.90</td>
<td>12.90</td>
<td>12.86</td>
<td>12.86</td>
<td>12.86</td>
<td>13.00</td>
</tr>
<tr>
<td>$\mathcal{H}_1(\mathcal{S}_2(\cdot))$</td>
<td>13.00</td>
<td>13.00</td>
<td>13.00</td>
<td>13.00</td>
<td>13.00</td>
<td>13.00</td>
<td>13.00</td>
</tr>
<tr>
<td>$\mathcal{H}_2(\mathcal{S}_2(\cdot))$</td>
<td>13.00</td>
<td>13.00</td>
<td>13.00</td>
<td>13.00</td>
<td>13.00</td>
<td>13.00</td>
<td>13.00</td>
</tr>
<tr>
<td>$\max \mathcal{H}_1(\mathcal{S}_2)$</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
</tr>
<tr>
<td>$\max \mathcal{H}_2(\mathcal{S}_2)$</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
</tr>
<tr>
<td>$\mathcal{S}_3(\tau_0)$</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
</tr>
<tr>
<td>$\mathcal{H}_1(\mathcal{S}_3(\cdot))$</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
</tr>
<tr>
<td>$\mathcal{H}_2(\mathcal{S}_3(\cdot))$</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
</tr>
<tr>
<td>$\max \mathcal{H}_1(\mathcal{S}_3)$</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
</tr>
<tr>
<td>$\max \mathcal{H}_2(\mathcal{S}_3)$</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
</tr>
</tbody>
</table>
be usefully exploited to help identify the direction of the change, and, indeed, if there is a change in persistence. For the US inflation rate series, the ratio-based statistics provide a massive rejection of $H_0$ in the direction $I(1)-I(0)$ and no rejection, or at best a borderline rejection, in the direction $I(0)-I(1)$. Given the characteristic of these tests to be over-sized in finite samples in the presence of serially correlated innovations (cf. Table 6), the foregoing outcomes are all consonant with a change in persistence from $I(1)-I(0)$ in the US inflation rate series.

The change-point estimators of Sections 2 and 3 are then computed for our data. Optimizing over the set $\mathcal{F} = [0.2, 0.8]$, as above, we obtained $\arg\max_{\tau \in \mathcal{F}} A_M(\tau) = 0.2$, which corresponds to 1968Q2, and $\arg\min_{\tau \in \mathcal{F}} A_M(\tau) = 0.76$; i.e., 1990Q4. The corner maximum at 0.2 becomes 0.15 if we stretch the feasible set to $[0.1, 0.9]$, while the minimum again suggests a change from $I(1)$ to $I(0)$, with the estimated breakpoint unchanged: $\hat{\tau}_M = 0.76$. It is interesting to observe that this is located at the time of the US recession of 1990–1991: the growth rate of US real GDP was negative for three consecutive quarters, from 1990Q3 to 1991Q1, with a quarterly inflation rate not significantly declining before 1991Q1. That the argmax estimator points towards the beginning of the sample makes it less convincing. It should be clear that for a series with an $I(1)-I(0)$ switch the statistic $A_M(\tau)$ takes high values for small $\tau$; that is, it is inconsistent against $I(1)-I(0)$ changepoints. We next computed, at the estimated breakpoint $\hat{\tau}_M = 0.76$, the statistics for a known breakpoint. In particular, as expected, $\mathcal{K}_M(\hat{\tau}_M)$ and $\mathcal{N} \mathcal{M}(\hat{\tau}_M, 1)$ do not reject the null hypothesis, whereas $1/\mathcal{K}_M(\hat{\tau}_M)$, $\mathcal{N} \mathcal{M}(0, \hat{\tau}_M)$ and $\mathcal{F}_0(\hat{\tau}_M)$ all provide clear rejections. The divergence in the inference between the $\mathcal{K}_M(\hat{\tau}_M)$ and $1/\mathcal{K}_M(\hat{\tau}_M)$ statistics again suggests a change in persistence, rather than a constant $I(1)$ process.

The results reported in Table 7 assume that there are no breaks in level in the inflation series. We now apply the tests of Section 6.2 to test for the possibility of a simultaneous change in level and persistence. Because the breakpoint is unknown we use the two-stage procedure outlined in Section 6.2, first estimating the breakpoint according to (6.4). This yields $\hat{\lambda} = 0.55$, corresponding to a break in level in 1982. The two-stage statistics of Section 6.2 computed at this estimated date are reported in Table 8. The level-break NM test rejects $H_0$ at the 1% level for all $m$. Of the tests designed for detecting $I(1)$ to $I(0)$ changes the $(\mathcal{K}_M(\hat{\lambda}))^{-1}$ and $\mathcal{F}_0(\hat{\lambda})$ statistics both reject $H_0$ at the 1% level, the latter for all $m$ while $\mathcal{N} \mathcal{M}(0, \hat{\lambda})$ rejects at the 1% level for all $m \leq 9$ and at the 5% level for $m \leq 12$. In contrast, the tests designed to detect $I(0)$ to $I(1)$ changes provide much less evidence against the null. Only $\mathcal{N} \mathcal{M}(\hat{\lambda}, 1)$ can reject $H_0$ at the 10% level, and then only for $m \leq 4$. Overall, these results are consonant with a simultaneous level break and change in persistence from $I(1)$ to $I(0)$ at $\tau = 0.55$.

As a final note, the tests developed in this paper to be consistent against changes from $I(1)$ to $I(0)$ are also consistent against changes from $I(2)$ to $I(0)$; for example, the ratio-based tests of Section 2.1 which are of $O_p(T^k)$, $k \in \{0, 2\}$, against the former will be of $O_p(T^{2k})$ against the latter. A referee has suggested that the US inflation rate undergoes a change from $I(2)$ to $I(0)$ in the early to mid 1980s. Allowing for a simultaneous level change, the above results appear supportive of that view.
Table 7  
Results of the tests for the US inflation rate

<table>
<thead>
<tr>
<th>US</th>
<th>$m = 0$</th>
<th>$m = 1$</th>
<th>$m = 2$</th>
<th>$m = 3$</th>
<th>$m = 4$</th>
<th>$m = 5$</th>
<th>$m = 6$</th>
<th>$m = 7$</th>
<th>$m = 8$</th>
<th>$m = 9$</th>
<th>$m = 10$</th>
<th>$m = 11$</th>
<th>$m = 12$</th>
<th>10%</th>
<th>5%</th>
<th>1%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{N} \mathcal{M}$</td>
<td>2.094</td>
<td>1.129</td>
<td>0.788</td>
<td>0.607</td>
<td>0.499</td>
<td>0.427</td>
<td>0.376</td>
<td>0.338</td>
<td>0.310</td>
<td>0.287</td>
<td>0.269</td>
<td>0.254</td>
<td>0.241</td>
<td>0.347</td>
<td>0.461</td>
<td>0.743</td>
</tr>
<tr>
<td>max $H_1$ ($\mathcal{S}$)</td>
<td>9.207</td>
<td>4.963</td>
<td>3.465</td>
<td>2.669</td>
<td>2.192</td>
<td>1.878</td>
<td>1.653</td>
<td>1.486</td>
<td>1.361</td>
<td>1.262</td>
<td>1.181</td>
<td>1.114</td>
<td>1.059</td>
<td>1.561</td>
<td>1.974</td>
<td>2.939</td>
</tr>
<tr>
<td>max $H_2$ ($\mathcal{S}$)</td>
<td>5.183</td>
<td>2.794</td>
<td>1.951</td>
<td>1.503</td>
<td>1.234</td>
<td>1.057</td>
<td>0.930</td>
<td>0.837</td>
<td>0.766</td>
<td>0.710</td>
<td>0.665</td>
<td>0.627</td>
<td>0.596</td>
<td>0.913</td>
<td>1.214</td>
<td>1.787</td>
</tr>
<tr>
<td>max $H_3$ ($\mathcal{S}$)</td>
<td>3.200</td>
<td>1.573</td>
<td>1.059</td>
<td>0.800</td>
<td>0.650</td>
<td>0.552</td>
<td>0.484</td>
<td>0.433</td>
<td>0.395</td>
<td>0.366</td>
<td>0.342</td>
<td>0.322</td>
<td>0.305</td>
<td>0.473</td>
<td>0.631</td>
<td>0.940</td>
</tr>
<tr>
<td>$\mathcal{N} M(0.76)$</td>
<td>0.007</td>
<td>0.007</td>
<td>0.007</td>
<td>0.007</td>
<td>0.007</td>
<td>0.007</td>
<td>0.007</td>
<td>0.007</td>
<td>0.007</td>
<td>0.007</td>
<td>0.007</td>
<td>0.007</td>
<td>0.007</td>
<td>4.107</td>
<td>10.07</td>
<td>12.095</td>
</tr>
<tr>
<td>$\mathcal{N} \mathcal{M}(0.76, 1)$</td>
<td>0.340</td>
<td>0.246</td>
<td>0.198</td>
<td>0.161</td>
<td>0.143</td>
<td>0.136</td>
<td>0.132</td>
<td>0.132</td>
<td>0.137</td>
<td>0.144</td>
<td>0.154</td>
<td>0.168</td>
<td>0.185</td>
<td>0.347</td>
<td>0.461</td>
<td>0.743</td>
</tr>
<tr>
<td>$H_1(\mathcal{N} \mathcal{M}(1))$</td>
<td>9.207</td>
<td>4.963</td>
<td>3.465</td>
<td>2.669</td>
<td>2.192</td>
<td>1.878</td>
<td>1.653</td>
<td>1.486</td>
<td>1.361</td>
<td>1.262</td>
<td>1.181</td>
<td>1.114</td>
<td>1.059</td>
<td>1.561</td>
<td>1.974</td>
<td>2.939</td>
</tr>
<tr>
<td>$H_2(\mathcal{N} \mathcal{M}(1))$</td>
<td>5.183</td>
<td>2.794</td>
<td>1.951</td>
<td>1.503</td>
<td>1.234</td>
<td>1.057</td>
<td>0.930</td>
<td>0.837</td>
<td>0.766</td>
<td>0.710</td>
<td>0.665</td>
<td>0.627</td>
<td>0.596</td>
<td>0.913</td>
<td>1.214</td>
<td>1.787</td>
</tr>
<tr>
<td>$H_3(\mathcal{N} \mathcal{M}(1))$</td>
<td>3.200</td>
<td>1.573</td>
<td>1.059</td>
<td>0.800</td>
<td>0.650</td>
<td>0.552</td>
<td>0.484</td>
<td>0.433</td>
<td>0.395</td>
<td>0.366</td>
<td>0.342</td>
<td>0.322</td>
<td>0.305</td>
<td>0.473</td>
<td>0.631</td>
<td>0.940</td>
</tr>
</tbody>
</table>

Table 8
Results of the tests for the US inflation rate with estimated level shift at 1982

<table>
<thead>
<tr>
<th>US</th>
<th>m = 0</th>
<th>m = 1</th>
<th>m = 2</th>
<th>m = 3</th>
<th>m = 4</th>
<th>m = 5</th>
<th>m = 6</th>
<th>m = 7</th>
<th>m = 8</th>
<th>m = 9</th>
<th>m = 10</th>
<th>m = 11</th>
<th>m = 12</th>
<th>10%</th>
<th>5%</th>
<th>1%</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N_{\mathcal{H}})</td>
<td>2.895</td>
<td>1.581</td>
<td>1.113</td>
<td>0.861</td>
<td>0.710</td>
<td>0.610</td>
<td>0.539</td>
<td>0.486</td>
<td>0.447</td>
<td>0.416</td>
<td>0.390</td>
<td>0.369</td>
<td>0.352</td>
<td>0.157</td>
<td>0.197</td>
<td>0.289</td>
</tr>
<tr>
<td>(N_{\mathcal{M}}(0.55))</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>4.107</td>
<td>6.057</td>
<td>12.095</td>
</tr>
<tr>
<td>(N_{\mathcal{H}}(0.55,1))</td>
<td>0.870</td>
<td>0.592</td>
<td>0.480</td>
<td>0.403</td>
<td>0.362</td>
<td>0.334</td>
<td>0.309</td>
<td>0.287</td>
<td>0.272</td>
<td>0.261</td>
<td>0.252</td>
<td>0.247</td>
<td>0.242</td>
<td>0.347</td>
<td>0.461</td>
<td>0.743</td>
</tr>
<tr>
<td>(\mathcal{J}_1(0.55))</td>
<td>0.262</td>
<td>0.143</td>
<td>0.101</td>
<td>0.078</td>
<td>0.064</td>
<td>0.055</td>
<td>0.049</td>
<td>0.044</td>
<td>0.040</td>
<td>0.038</td>
<td>0.035</td>
<td>0.033</td>
<td>0.032</td>
<td>0.347</td>
<td>0.461</td>
<td>0.743</td>
</tr>
<tr>
<td>(1/N_{\mathcal{M}}(0.55))</td>
<td>43.540</td>
<td>43.540</td>
<td>43.540</td>
<td>43.540</td>
<td>43.540</td>
<td>43.540</td>
<td>43.540</td>
<td>43.540</td>
<td>43.540</td>
<td>43.540</td>
<td>43.540</td>
<td>43.540</td>
<td>43.540</td>
<td>4.107</td>
<td>6.057</td>
<td>12.095</td>
</tr>
<tr>
<td>(N_{\mathcal{H}}(0,0.55))</td>
<td>5.947</td>
<td>3.138</td>
<td>2.168</td>
<td>1.663</td>
<td>1.362</td>
<td>1.164</td>
<td>1.023</td>
<td>0.920</td>
<td>0.843</td>
<td>0.782</td>
<td>0.732</td>
<td>0.691</td>
<td>0.656</td>
<td>0.347</td>
<td>0.461</td>
<td>0.743</td>
</tr>
<tr>
<td>(\mathcal{J}_0(0.55))</td>
<td>9.324</td>
<td>5.092</td>
<td>3.586</td>
<td>2.774</td>
<td>2.286</td>
<td>1.965</td>
<td>1.736</td>
<td>1.566</td>
<td>1.439</td>
<td>1.339</td>
<td>1.257</td>
<td>1.189</td>
<td>1.132</td>
<td>0.347</td>
<td>0.461</td>
<td>0.743</td>
</tr>
</tbody>
</table>
8. Conclusions

We have considered the problem of testing the null hypothesis that a series is stochastically stationary, around a (possibly broken) deterministic trend function, against the alternative that the series displays a change in persistence, either from $I(0)$ to $I(1)$ or from $I(1)$ to $I(0)$.

BT and Kim et al. (2002) develop ratio-based tests against $I(0)$ to $I(1)$ changes. We have shown these to be inconsistent against constant $I(1)$ processes and against $I(1)$ to $I(0)$ changes, and have developed consistent ratio-based tests and breakpoint estimators against $I(1)$ to $I(0)$ changes, and ratio-based tests which are consistent against either direction of change. Under Gaussianity and for a known direction of change at a known point, we have also derived LBI tests against changes in persistence. Where the change-point is unknown we proposed taking functions of the LBI statistics over all possible break-dates. Sub-sample implementations of the stationarity tests of KPSS and NM were also considered.

Numerical results suggested that, for a given direction of change, the LBI-based tests are considerably more powerful than either the ratio-based or sub-sample stationarity tests. Significant power did not appear to be gained from knowledge of the breakpoint. With the exception of the ratio-based tests, all the tests considered were shown to have good power against both changes from $I(0)$ to $I(1)$, and vice versa, and against constant $I(1)$ alternatives. Moreover, a test based on the pairwise maximum of the LBI-based statistics for the two possible directions of change generally outperformed standard stationarity tests.

A feature of the ratio-based tests is that in the presence of serially correlated innovations they do not require the arguably arbitrary decisions over the lag truncation parameter that must be taken in the context of the other statistics discussed in this paper. However, the simulation results presented in this paper have suggested that the finite sample size properties of the ratio-based tests are not satisfactory in practical situations.

Finally, we applied the tests to the US inflation rate. When no level break was allowed, the outcomes were consistent with a change in persistence from $I(1)$-$I(0)$ around the time of the 1990/1991 US recession. Where a simultaneous level change was allowed the results were consistent with a change in persistence from $I(1)$-$I(0)$ in the early to mid 1980s. Overall, the evidence presented in this paper suggests that the ratio-based and LBI-based tests are useful complements and that their use in tandem forms a useful synergy for the applied researcher.
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Appendix A. Proof of theorems

Since all of the tests discussed in this paper are exact invariant to \( \beta_0 \) we set \( \beta_0 = 0 \) throughout this Appendix purely to simplify notation.

**Proof of Theorem 2.1.** Define the (independent) partial sum processes \( S^e_{[Tr]} = \sum_{k=1}^{[Tr]} e_k, \)
\( r \in [0, 1), \) where \( [Tr] \) denotes the integer part of \( Tr, \) with the convention \( S^e_T = \sum_{k=1}^T e_k, \)
and \( S^\eta_{[Tr]} = \sum_{k=1}^{[Tr]} \eta^*_k, \) \( r \in [0, 1), \) again with the convention that \( S^\eta_T = \sum_{k=1}^T \eta^*_k, \) and where \( \eta^*_k \equiv \sigma^*_1 \eta_k. \)
Under the conditions stated on \( (\varepsilon_t, \eta_t) \) in Section 2, cf. Chan and Wei (1988, Theorem 2.2, p. 372), \( S^e_{[Tr]} \) and \( S^\eta_{[Tr]} \) satisfy a multivariate invariance principle such that
\[
T^{-1/2} (S^e_{[Tr]}, S^\eta_{[Tr]}) \Rightarrow \sigma((\mathbb{W}_0(r), \mathbb{W}_c(r)), \quad r \in [0, 1], \text{ (A.1)}
\]
jointly, where \( \mathbb{W}_0(r) \) and \( \mathbb{W}_c(r) \) are independent standard Brownian motions.

Consider the process \( y_t \) generated according to (2.1)–(2.2). This may be written as,
\[
y_t = \varepsilon_t + \sum_{j=1}^t 1(j > [\tau_0 T]) \eta_j, \quad t = 1, \ldots, T. \text{ (A.2)}
\]
Consequently, from (A.2), (A.1) and an application of the CMT, under \( H_c \) of (2.5),
\[
T^{-1/2} \sum_{t=1}^{[Tr]} y_t = T^{-1/2} \sum_{t=1}^{[Tr]} \varepsilon_t + T^{-1/2} \sum_{t=1}^{[Tr]} \left( \sum_{j=1}^t 1(j > [\tau_0 T]) \eta_j \right)
\Rightarrow \sigma(\mathbb{W}_0(r) + c \int_{\tau_0}^r [\mathbb{W}_c(s) - \mathbb{W}_c(\tau_0)] \, ds) \equiv \sigma \mathbb{V}_1(r), \text{ (A.3)}
\]
r \in [0, 1], where the integral is understood to exist only where \( r > \tau_0. \)

Consider first the case where \( \tau \) is fixed. Then from (A.2), the OLS residuals from a regression of \( y_t \) on an intercept, \( t = 1, \ldots, [\tau T], \) satisfy \( \hat{\varepsilon}_{0,t} = y_t - [\tau T]^{-1} \sum_{s=1}^{[\tau T]} y_s, \) hence
\[
\hat{\varepsilon}_{0,t} = \varepsilon_t - [\tau T]^{-1} \sum_{s=1}^{[\tau T]} \varepsilon_s + \sum_{j=1}^t 1(j > [\tau_0 T]) \eta_j
\]
\[
- [\tau T]^{-1} \sum_{s=1}^{[\tau T]} \left( \sum_{j=1}^s 1(j > [\tau_0 T]) \eta_j \right) \quad \text{ (A.4)}
\]
and therefore from (A.3), (A.4) and an application of the CMT
\[
T^{-1/2} \sum_{t=1}^{[Tr]} \hat{\varepsilon}_{0,t} \Rightarrow \sigma(\mathbb{V}_1(r) - r \tau^{-1} \mathbb{V}_1(\tau)), \quad r \in [0, \tau]. \text{ (A.5)}
\]
Similarly, from (A.2), the OLS residuals from a regression of \( y_t \) on an intercept, \( t = [\tau T] + 1, \ldots, T \), satisfy

\[
\hat{e}_{1,t} = \varepsilon_t - (T - [\tau T])^{-1} \sum_{s=[\tau T]+1}^{T} \varepsilon_s + \sum_{j=[\tau T]}^{t} 1(j > [\tau_0 T])\eta_j
\]

\[
-(T - [\tau T])^{-1} \sum_{s=[\tau T]+1}^{T} \left( \sum_{j=[\tau T]+1}^{s} 1(j > [\tau_0 T])\eta_j \right).
\]

Observe that \( T^{-1/2} \sum_{t=[\tau T]+1}^{T} \hat{e}_t \equiv T^{-1/2} (\sum_{t=[\tau T]+1}^{T} \hat{e}_t - \sum_{t=1}^{[\tau T]} \hat{e}_t) \). Therefore from (A.3), (A.6) and an application of the CMT,

\[
T^{-1/2} \sum_{t=[\tau T]+1}^{T} \hat{e}_{1,t} \Rightarrow \sigma \{ \forall_1(r) - \forall_1(\tau) - (r - \tau)(1 - \tau)^{-1}(\forall_1(1) - \forall_1(\tau)) \},
\]

\( r \in (\tau, 1) \). It then follows directly from applications of the CMT that \( \mathcal{M}(\tau) \) of (2.6) weakly converges to \( \eta(\tau) \). This result holds formally only for fixed \( \tau \). The joint convergence result (2.10) stated for the sequence of statistics \( \{ \mathcal{M}(\tau), 0 < \tau < 1 \} \), then follows immediately from the fixed representation using arguments proved in Zivot and Andrews (1992). The result in (2.11) then follows directly from the main result using applications of the CMT, noting that the \( H_j(\cdot), j = 1, \ldots, 3 \), are continuous functions.

**Proof of Theorem 2.2.** Under the DGP (2.12)–(2.13) it is clearly seen that the first sub-sample OLS residuals \( \hat{e}_{0,t}, t = 1, \ldots, [\tau T] \), are of \( O_p(1) \) provided \( \tau \leq \tau_0 \), since \( \hat{e}_{0,t} = y_t - [\tau T]^{-1} \sum_{s=1}^{[\tau T]} y_s \). However, the second sub-sample OLS residuals, \( \hat{e}_{1,t} \), are seen to be of \( O_p(T^{1/2}) \), \( t = [\tau T] + 1, \ldots, T \). Therefore, for \( \tau \leq \tau_0 \), \( \mathcal{N}(\tau) \) of (2.6) is of \( O_p(T^2) \), while for \( \tau > \tau_0 \), \( \mathcal{N}(\tau) \) is of \( O_p(1) \). Consequently, the \( H_j \) are of \( O_p(T^2) \), provided the intersection of the intervals \([0, \tau_0]\) and \( \mathcal{T} \) is non-empty.

**Proof of Theorem 2.3.** From (A.2), the OLS residuals from a regression of \( y_t \) on an intercept, \( t = 1, \ldots, T \), satisfy

\[
\hat{e}_t = \varepsilon_t - T^{-1} \sum_{s=1}^{T} \varepsilon_s + \sum_{j=1}^{t} 1(j > [\tau_0 T])\eta_j - T^{-1} \sum_{s=1}^{T} \left( \sum_{j=1}^{s} 1(j > [\tau_0 T])\eta_j \right).
\]

Therefore from (A.3), (A.8) and an application of the CMT

\[
T^{-1/2} \sum_{t=1}^{[\tau T]} \hat{e}_t \Rightarrow \sigma(\forall_1(r) - r\forall_1(1)), \quad r \in [0, 1].
\]

The weak convergence of \( \mathcal{V}_1(\tau) \) to \( \xi_1(\tau) \) for fixed \( \tau \) follows directly from (A.9), the CMT and the consistency of \( \hat{\sigma}^2 \) for \( \sigma^2 \) under \( H_c \) of (2.5); see Elliott and Stock (1994,
Proof of Theorem 2.4. Under the DGP (2.12)–(2.13), for \( t = 1, \ldots, [\tau_0 T] \), \( y_t \) is of \( O_p(1) \), while for \( t = [\tau_0 T] + 1, \ldots, T \), \( y_t \) is of \( O_p(T^{1/2}) \). Since \( \hat{\varepsilon}_t = y_t - T^{-1} \sum_{s=1}^{T} y_s \), these are of \( O_p(T^{1/2}) \) for all \( t \). Consequently, \( \sum_{t=[\tau T]+1}^{T} (\sum_{j=1}^{T} \hat{\varepsilon}_t)^2 \) is of \( O_p(T^2) \) for \( 0 \leq \tau < 1 \). Noting from KPSS that under (2.12)–(2.13) \( \hat{\sigma}^2 \) is of \( O_p(T) \) the stated result follows immediately. \( \square \)

Proof of Theorem 2.5. The results follow from Theorem 2.1 and the consistency of \( \hat{\sigma}_1^2 \) for \( \sigma^2 \) under \( H_c \) of (2.5). \( \square \)

Proof of Theorem 2.6. Since, as shown in proof of Theorem 2.2, the \( \hat{\varepsilon}_{1,t} \) are of \( O_p(T^{1/2}) \), \( \tau = [\tau T] + 1, \ldots, T \), the results follow immediately noting that \( \hat{\sigma}_1^2 \) is of \( O_p(T) \). \( \square \)

Proof of Theorem 3.1. Under (2.1)–(3.1), \( y_t = \varepsilon_t + \sum_{j=1}^{t} 1(j \leq [\tau_0 T]) \eta_j, t = 1, \ldots, T \), from which using (A.1) and the CMT it follows that, under \( H_c \) of (2.5),

\[
T^{-1/2} \sum_{t=1}^{T} y_t = T^{-1/2} \sum_{t=1}^{T} \varepsilon_t + T^{-1/2} \sum_{t=1}^{T} \left( \sum_{j=1}^{t} 1(j \leq [\tau_0 T]) \eta_j \right)
\]

\[
\Rightarrow \sigma \left( \mathbb{W}_0(r) + c \left( \int_{0}^{\min(r,\tau_0)} \mathbb{W}_c(s) ds + 1(r > \tau_0)[(r-\tau_0)\mathbb{W}_c(\tau_0)] \right) \right)
\]

\[
\equiv \sigma \mathbb{V}_2(r), \quad r \in [0, 1]. \tag{A.10}
\]

The proof of (3.2) and (3.3) then follow along exactly the same lines as the proof of Theorem 2.1, replacing \( \mathbb{V}_1(r) \) by \( \mathbb{V}_2(r) \) throughout. \( \square \)

Proof of Theorem 3.2. Under (3.4)–(3.5), \( y_t \) is \( O_p(T^{1/2}) \) for \( t = 1, \ldots, [\tau_0 T] \). The first sub-sample residuals, \( \hat{\varepsilon}_{0,t}, t = 1, \ldots, [\tau T] \), are thus also of \( O_p(T^{1/2}) \). Although \( y_t \) is of \( O_p(T^{1/2}) \) for \( t = [\tau_0 T] + 1, \ldots, T \), due to \( \varepsilon_t/z_{[\tau_0 T],0} \) in the right member of (3.5), OLS residuals from regressing \( y_t \) on a constant for any data within the set of observations \( \{y_t\}_{t=[\tau_0 T]+1}^{T} \) will be purged of \( z_{[\tau_0 T],0} \), and hence of \( O_p(1) \). The second sub-sample residuals, \( \hat{\varepsilon}_{1,t} \), are thus of \( O_p(1) \) provided \( \tau \geq \tau_0 \), and of \( O_p(T^{1/2}) \) otherwise. Consequently, \( (\mathcal{K}_M)^{-1} \) is of \( O_p(T^2) \) for all \( \tau \geq \tau_0 \), but \( O_p(1) \) otherwise. The \( H_j(\cdot), j = 1, \ldots, 3 \), are thus of \( O_p(T^2) \), provided the intersection of the intervals \([\tau_0, 1]\) and \( \mathcal{F} \) is non-empty. \( \square \)

Proof of Theorem 3.3. The weak convergence of \( \mathcal{F}'(\tau) \) to \( \tilde{\xi}_0(\tau) \) for fixed \( \tau \) follows directly from (A.10), applications of the CMT and the consistency of \( \hat{\sigma}^2 \) for \( \sigma^2 \) under \( H_c \) of (2.5). The joint convergence result (3.8) again follows from Zivot and Andrews (1992). The results in (3.9) then follow from (3.8) using the CMT. \( \square \)
Proof of Theorem 3.4. From Theorem 3.2, the OLS residuals $\hat{\epsilon}_t$ are of $O_p(T^{1/2})$, $t = 1, \ldots, T$ under (3.4)–(3.5). The proof therefore follows exactly as for Theorem 2.4. □

Proof of Theorem 3.5. The results follow from Theorem 3.1 and the consistency of $\hat{\sigma}_1^2$ for $\sigma_1^2$ under $H_c$. □

Proof of Theorem 3.6. The stated results follow immediately from the results given in Theorem 3.2 and noting that $\hat{\sigma}_0^2$ is of $O_p(T)$. □
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