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ABSTRACT

The development of homogeneous climatological time series is a crucial step in examining climate fluctuations and
change. We review and test methods that have been proposed previously for detecting inhomogeneities, and introduce
anew method we have developed. This method is based on a combination of regression analysis and non-parametric
statistics. After evaluation against other techniques, using both simulated and observed data, our technique appears
to have the best overall performance.
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INTRODUCTION

The importance of using homogeneous climatological time series in climate research has received much
attention recently (e.g. Bradley and Jones, 1985; Folland et al., 1992). A homogeneous time series is defined
as one where variations are caused only by variations in weather and climate (Conrad and Pollak, 1962),
and using climatological time series containing non-climatic induced variations can lead to inconsistent
conclusions.

Inhomogeneities in time series occur either as a gradual trend, as in urban warming, or as an abrupt
discontinuity (jump) in the times series. Discontinuities occur for a number of reasons: from station moves
and instrument changes to changes in methods for calculating time-averaged values. For example, Quayle
et al. (1991) demonstrated that changing from liquid-in-glass (LIG) thermometers to the thermistor-based
maximum-minimum temperature system (MMTS) in the USA Cooperative Network caused an instrument-
induced decrease in monthly maximum temperatures (—0-4°C) and increase in the monthly minimum
temperatures (+0-3°C), resulting in an artificial narrowing of the monthly mean diurnal temperature range.
Chenoweth (1992) examined thermometer exposure changes from a north wall to Cotton Region Shelter
in the USA around the turn of the century, which appeared to cause a cooling in temperature readings
leading him to suggest that late nineteenth century temperatures generally were too high. Discontinuities
can also occur due to changes in averaging methods for time-averaged quantities and changes in observing
times (Bradley and Jones, 1985).

Trend inhomogeneities are generally more difficult to detect, because they may be superimposed on a
true climate trend. Karl et al. (1988) examined the problem of detecting and accounting for urban warming
in temperature time series. They proposed a regression-based approach using urban population as a
predictor variable to adjust for urban-warming effects. However, other trends, such as instrument drift, or
changes in shelter characteristics (Quayle ef al., 1991) are even more difficult to detect.

It is impossible to verify that a climatological time series is truly homogeneous, and it is very rare to
find a long climatological time series that is even homogeneous relative to surrounding stations. Further-
more, even if there are accompanying metadata, in the form of station histories, that are used to make data
adjustments for homogenization purposes, the potential still exists that some undocumented station change
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has affected the statistical characteristics of the time series. Station history files are often incomplete and
may not routinely document changes that can cause a discontinuity. For example, Easterling and Peterson
(1992) examined a number of techniques for detecting discontinuities, and using data from the United States
Historical Climatology Network (USHCN, Karl er al., 1990) demonstrated that discontinuities can be
identified for such instances as replacing a thermometer with a new one of the same model, or simply
calibrating the instrument. The purpose of this paper, therefore, is to describe a new technique that we
have developed for detecting undocumented discontinuities and compare its performance to others we
reviewed in an earlier paper (Easterling and Peterson, 1992).

REVIEW OF PREVIOUS TECHNIQUES

Most of the techniques we review and describe in this paper are more suited to detecting and providing
adjustments for abrupt discontinuities, generally defined as a change in the mean of a time series. However,
In certain instances they also may be effective for removing trend inhomogeneities. We have also restricted
the selection of techniques to those that are objective and are easily automated. This restriction is imposed
because our goal is to develop a robust methodology for detecting and adjusting for discontinuities that
is objective, reproducible, and can be applied to large data sets.

The determination of homogeneity must be made by comparison of time series from the station of interest
(candidate) to those from nearby, closely related (highly correlated) reference stations. Implicit in this
methodology is the assumption that any regional climate change or fluctuations experienced by the
candidate station will show up in the nearby reference stations as well. In this sense, we define homogeneity
in terms of what Conrad and Pollak (1962) have defined as relative homogeneity.

One of the first techniques proposed for determining homogeneity was double-mass analysis (Kohler,
1949), which is performed by direct comparison of one station against another. However, the major
drawback of this approach is that it is impossible to determine which station contains the discontinuity.
To circumvent this problem, a number of reference stations may be used, with each plot examined for
discontinuities near the same point in time, as in parallel CUSUMS (Rhoades and Salinger, 1993). However,
this method is subjective, is a tedious task for a large data set, and has the disadvantage of not immediately
providing the means for calculating an adjustment factor.

Several techniques, such as Alexandersson’s (1986) and Potter’s (1981) use a single reference series created
from a number of nearby stations. The use of multiple reference stations in constructing a single reference
series helps minimize the effects of a discontinuity in one of the reference stations’ time series. The analysis
is performed on a difference series created by subtracting the candidate station’s time series from the reference
time series created for that station. In a companion paper (Peterson and Easterling, 1994) we have described
our methodology for constructing homogeneous reference series. The methodology selects five reference
stations by examining the correlation of the year-to-year change in temperature (dT/ds) series for the
candidate station and each reference station. The use of the dT/dt series confines the effects of any one
discontinuity to only [ year in the correlation calculation. A single composite dT/dt series is then constructed
from the five reference dT/d¢ series, then the composite series is reconstituted into a temperature series in
order to serve as the reference series for a candidate station.

The regression-based method proposed by Gullet ez al. (1991) is based on the idea of multiphase regression
fits similar to a technique introduced by Solow (1987). The method uses a series of multiple regression fits
to subsections of the candidate time series using reference stations as the predictor variables. When the
best fit is determined by the decrease in the sum of squares of the residuals, the end points of each subsection
then indicate potential discontinuities. Using simulated time series, we tested this approach and a variation,
and found the variation to be more effective. Instead of using the candidate as the predictand and the

reference stations as predictors, our variation used the difference series as the predictand and time as the
predictor.
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APPLICATION STRATEGIES AND TECHNIQUE DESCRIPTION

The purpose in developing this methodology is to have an automated, objective, and reproducible
discontinuity identification and adjustment routine. The methodology must be able to identify the place in
the time series of the discontinuity, and to calculate the amount of bias introduced so that an adjustment
can be made starting at the discontinuity. Furthermore, the adjustments must be applied to bring the entire
time series into agreement with the last (most recent) homogeneous segment of the series in order to allow
data to be added to the end of the series. There are a number of strategies that can be used to apply the
llomogeneity test and calculate bias values, some of which are described below.

The first application strategy, which we used in Easterling and Peterson (1992), is to search the entire
difference series for the most significant discontinuity, calculate the bias values as the difference in the means
of the difference series before and after the discontinuity and adjust the first part of the series using this
bias. The method continues to search and adjust the entire series until no significant discontinuity is found.
However, there are drawbacks to this application strategy. Because the bias value is always the difference
between means of the difference series using the entire length of the series, other discontinuities may cause
the initial bias values to be over- or underestimated. Often this causes the same discontinuity to appear in
a subsequent pass through the series, with the sum of the two bias values roughly equivalent to the proper
value. Furthermore, if the initial bias value is less than the true bias value, and the time series is adjusted,
it may cause the test not to identify the discontinuity as statistically significant on a subsequent pass, even
though the discontinuity still exists in a diminished form due to a misspecified adjustment factor. A second
problem with this strategy is that in the initial pass through the series the test may not identify any
discontinuities, because multiple discontinuities, particularly those of opposite sign, may mask one another.

Another application strategy we evaluated is to use a windowing technique, where each year (place in
the difference series) is tested for a discontinuity using only a specified number of the years (e.g. 15) on
cither side. However, we found this to be an unsatisfactory strategy, particularly when discontinuities were
close together in time.

The strategy that we found most effective is integral to the technique we developed. We use a regression
approach with the difference series as the predictand and time as the predictor. First, a simple linear
regression is fitted to the entire difference series, and the residual sum of squares (RSS,) is calculated. Next, a
two-phase regression approach is taken, however, the two regression lines are not constrained to meet as
in Solow’s (1987) technique. For each year in the difference series, a simple linear regression is fitted to the
difference series before the year being tested, and another simple linear regression is fitted to the part of the
difference series after that year (see Figure 1). The RSS, is the sum of the RSSs calculated from each of the
two regressions. Hence, for each place (year) in the difference series a two-phase regression is fitted and the
RSS, calculated. The place with the minimum in RSS, is flagged as the location of a potential discontinuity.

Degrees C

Figure |. Example of a difference series between a simulated reference-candidate pair with
one discontinuity of 2-:0 with simple linear and two-phase regression lines
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To test the significance of the two-phase fit we use the following likelihood ratio statistic from Solow
(1987):

U = [(RSS; — RSS,)/3]/[RSS,/(n — 4)]

This test statistic is F-distributed with 3 and n — 4 degrees of freedom. We also test the difference in the
means of the difference series before and after the potential discontinuity using Student’s r-test. The t-test
ensures that a difference series with a trend is found to be inhomogeneous, even when the U value is not
significant.

In our current approach, instead of immediately identifying the bias value and adjusting the time series,
the year is recorded as a potential discontinuity and the difference series is subdivided into two parts, before
and after the previously identified potential discontinuity. Each subsection is then tested in the same manner
as the first step, with any potential discontinuities being recorded and used to subdivide the difference series
for further testing, until either the sections are found to be homogeneous, or they become too small (<10
places) to test. The smallest subsection that can be tested is 10 places, allowing only the fifth place (year)
to be tested for a discontinuity, because the regression calculations are limited to a minimum of five places
before and after the year being tested.

After we have identified all potential discontinuities in the candidate time series the statistical significance
of each discontinuity is tested using multiresponse permutation procedures (MRPP, Mielke et al., 1981).
The MRPP test is non-parametric and compares the Euclidean distances between members within each
group with the distances between all members from both groups, to return a probability that two groups
more different could occur by random chance alone. In this case the two groups are comprised of the
difference series values before (D,) and after (D,) the potential discontinuity and the distances are the
difference between any two of the difference series values. The average distance for each of Dy and D, is
computed and used to compute the weighted average of the two groups (weighted by n for each group).
This weighted average is then compared with the weighted averages for all possible partitionings of D, and
D,, and if it is found to be small then clustering is indicated. For a more complete description see Mielke
et al. (1981).

We employ MRPP using a windowing technique similar to Karl and Williams (1987) by taking 12 years
(places) from the difference series on either side of a potential discontinuity and test the significance of the
difference at the 0-05 probability (95 per cent significance) level. If another identified potential discontinuity
is within 12 places of the current discontinuity, the window is truncated at the second potential discontinuity.
For example, if a second discontinuity is only 8 years (places) earlier, the window runs from —§8 years to
+ 12 years of the discontinuity being tested. We use a window with this technique because we found that
undetected discontinuities, although usually small (<0-5°C), can cause significant discontinuities to appear
statistically insignificant. Using a smaller window reduces the effects of undetected discontinuities in most
cases, however, there is a trade-off between window size and statistical significance. The larger the window
that contains no undetected discontinuities, the more likely smaller discontinuities will be found significant,
however, the larger the window the more likely it will contain undetected discontinuities.

Once all the significant discontinuities have been identified, the bias values are calculated from the
difference series, again using a window similar to the significance testing. For example, if two discontinuities
were found in a 100-year time series, say at years 31 and 61, the first correction would be to find the bias
value for the most recent discontinuity. This would be the difference in the mean of years 49-60 in the
difference series and the mean of years 61-72. This correction would be applied from the beginning of the
time series (year 1) through to the year prior to the discontinuity (year 60), then the second bias (for the
discontinuity at year 30) would be found as the difference between the mean of years 19-30 and 31-42 of
the difference series.

The entire test is performed again on the adjusted candidate series in order to determine if any hidden
discontinuities, which may have been masked by the larger discontinuities, are present. If no further
discontinuities are found the candidate series is considered to be as homogeneous as possible. If additional
discontinuities are found, they are tested for significance, and the additional adjustments applied. This
process continues until no further discontinuities are found.
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During this process all verified discontinuities are held for a final processing pass. In other words, the
adjusted series from earlier passes are discarded, and all verified discontinuities from all passes through the
time series are used with the original, unadjusted candidate time series to produce the final adjusted time
series. Furthermore, we restrict discontinuities to those that are further than 5 years (places) apart.

EVALUATION OF TECHNIQUES

In a previous paper, Easterling and Peterson (1992) evaluated a number of techniques that can be used to
detect and adjust climatic time series. Following is a brief review of the results of that work. The methodology
that was originally introduced in Easterling and Peterson (1992) to evaluate the various tests is also applied
here. This is a Monte Carlo-type approach where 1000 candidate-reference time series pairs each of which
represent 100 year annual temperature series are simulated using a random number generator. Each time
series is forced to be autocorrelated using an AR(1) process, then each candidate-reference pair is forced
to be correlated by taking the z score value for a given year in the reference series, multiplying it by a
constant ranging from 0-5 to 20 (depending on the level of correlation desired), and adding this value to
the corresponding candidate series z-score value. Once this is done, the candidate series is restandardized
1o a mean of zero and standard deviation of one, then both the candidate and reference series are transformed
into simulated temperature time series with a mean of 23-0 for each candidate, and 25-0 for each reference.
The use of simulated as opposed to real climatic time series, allows us to begin with homogeneous time
series and impose discontinuities of any magnitude, at any place in the series. Real climatic time series,
even those with accompanying station history files, always have the possibility that undocumented
discontinuities exist that may hinder effective technique evaluation.

For the initial test in Easterling and Peterson (1992) we imposed a single discontinuity on each of the
1000 candidates by adding a specified value (0-5-2-0) starting at year (place) 65. The discontinuities, therefore,
corresponded to half to twice the standard deviation of each series. The results are shown in Table L. The
other three tests in this table are Student’s t-test, and two regression-based methods referred to as Reg
Y-hat and Rev avg Y-hat. These are similar to the two-phase approach described in this paper, but use
confidence intervals to determine the significance of discontinuities. The results clearly indicated that the
Alexandersson (1986) and Potter (1981) methods, both variations of the standard normal test, are best at
identifying the smaller discontinuities. However, when the discontinuity became large each method was
able to correctly identify the discontinuity. Further evaluation indicated that the Alexandersson (1986)
method was slightly more sensitive than the Potter (1981) method, however, we discovered in subsequent
analyses that in certain instances the standard normal method did not perform well. This led to the
development of our technique.

As a first step in the evaluation process we subjected our regression approach to the same elimination
process that we used to identify the Alexandersson technique as the best of the existing techniques. This
process used 1000 simulated candidate-reference pairs, as described above, not only with one small + 0-5
(half the standard deviation) discontinuity imposed beginning at year 50 but also multiple discontinuities.

Table 1. Percentage of simulated time series with the date

of the inhomogeneity identified correctly to within 1 year

for various techniques, by the magnitude of the dis-
continuity (from Easterling and Peterson 1992)

Discontinuity

05 10 1-5 20
Alexandersson 50-8 876 972 99-8
Potter 473 84-1 96-3 994
t-test 457 86-1 959 99-0
Reg Y-hat 247 759 94-5 989
Reg avg Y-hat 312 74-4 92-6 97:6
Double-mass 30-1 73-8 923 98-0

CUSUM 307 73-0 92:0 970
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The candidate-reference correlation for the 1000 pairs was typically 0-75. We then applied our regression
approach and the Alexandersson test implemented in a similar algorithm (subdividing the difference series
as described above) to the simulated data set.

The results (Table 1I) indicate that the Alexandersson test implemented in our application strategy is
somewhat better than our regression approach at identifying one small discontinuity, with the Alexandersson
algorithm identifying over 60 per cent of the discontinuities within +2 years and our approach identifying
only 40 per cent. Clearly the Alexandersson approach is more robust at finding one small discontinuity.
However, a much more telling evaluation occurred when we simulated a data set of 1000 candidate—reference
pairs with two discontinuities relatively close in time. For this data set we imposed two discontinuities on
each of the candidate time series, — 1-0 at year 45, and + 1-0 at year 55. The results of this test (second row,
Table I1) shows our technique to be clearly superior, with the Alexandersson approach finding only 298
within +2 years of a possible 2000 discontinuities, and our approach finding 1737. Furthermore, the error
rate for the Alexandersson method was 41 per cent, and ours was 31 per cent. (The percent correct is the
number identified correctly (within 2 years) out of the total number of imposed discontinuities. However,
the error rate is defined as the percentage wrong out of the total found, therefore the total number found
can exceed the number of imposed discontinuities in the simulated data set.) Because it is essentially a
weighted difference of means test, it appears that the Alexandersson test has problems with offsetting
discontinuities, particularly those close together in time.

Table II also contains the results of applying the Alexandersson and our tests to other simulated data
sets. The results from these additional tests confirm that the two tests perform similarly until the number
of discontinuities becomes greater than four. At this point, the performance of our technique becomes better,
as measured both by the number of discontinuities found and the error rate.

Given the above results, it remains for us to apply our approach to observed time series. To do this we
chose annual average temperature time series for seven stations from the USHCN, a network of 1200 high
quality stations selected from the USA Cooperative Network. Each time series was complete (no missing
years) and unadjusted for approximately 100 years. A reference series was developed for each station using
the methodology described in Peterson and Easterling (1994) with the reference stations drawn from the
remaining stations in the USHCN. As described earlier, the method we use to calculate adjustment factors
is to take the 12 years (places) on either side of a discontinuity, take the mean of the difference series for
each set of 12 years, then take the difference in the two means.

The results for two of these stations are shown in Figure 2. The objective of the methodology, in essence,
is to adjust the data such that the resulting difference series after adjustment contains no significant trend,

Table I1. Results of comparison with 1000 simulated candidate-reference pairs

Discontinuities— Alexandersson Easterling—-
magnitude at year (standard normal) Peterson
(per cent)” (per cent)*
Found Error Found Error
+0-5 at 50 63 51 40 63
1000 total (634) (652) (400) (702)
—1 at 45, +1 at 55 15 41 87 31
2000 total (298) (205) (1737 (783)
+1at25 —1ats0, +1 at 75 90 26 90 24
3000 total (2709) 933) (2688) (839)
—-05 at 25, +1 at 35, 78 27 75 23
—1-5 at 65, —0-75 at 80
4000 total (3133) (1174) (2977) (904)
—0-5at 15, +05 at 25, 49 26 61 23
—1-5 at 60, +0-5 at 90 (2457) (872) (3025) (916)
5000 total

“ Actual numbers given in parenthesis.
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Figure 2. Unadjusted (a) and adjusted (b) difference, and unadjusted (c) and adjusted (d) annual temperature time series for:
Spokane, Washington (top), and Pensacola, Florida (bottom). Black arrows indicate discontinuities identified by the
Easterling-Peterson technique, open arrows indicate potential discontinuities identified from station histories (see Table III)
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with the remaining variance being white noise. The before and after adjustment difference series for each
of the stations shows that the method does a good job of producing a difference series where the variance
appears to be white noise. Furthermore, the resulting adjusted temperature time series for the stations
correspond well with the regional trends for each area. For example, the unadjusted time series for Pensacola,
Florida shows a slight increase over time, which is uncharacteristic of the regional trend for the south-eastern
USA. However, the adjusted time series reflects more closely the regional trend of some warming to the
late 1940s, then cooling afterward. The reverse is true of the temperature plots for Spokane, Washington,
with the unadjusted time series showing cooling after the 1940s due to a series of discontinuities, but the
adjusted time series showing some overall warming.

The question remains as to how valid the discontinuities and adjustments are for these stations. To
evaluate this, metadata files for the USHCN were consulted. The USHCN metadata files contain extensive
station histories, which document most station changes that can cause discontinuities. The plots of the
unadjusted difference series have the discontinuities found by our technique (solid arrows), and the potential
discontinuities identified from the metadata (open arrows). The plots show that nearly all of the station
changes indicated in the metadata are found by our technique as significant discontinuities (within a couple
of years). Furthermore, the offset values given in Table II1 show that the offsets are of the proper direction,
when the direction of the offset is able to be theoretically specified (as in the height above the ground
changes).

In addition, a few discontinuities were found by our method at places where the metadata indicates that
no significant station change occurred. These ‘undocumented’ discontinuities provide additional support
for the view that metadata, although as complete as possible for the USHCN, may not contain documenta-
tion of all changes that can cause a discontinuity. For example, a discontinuity can occur when a broken
thermometer that had column separations is replaced with one that has no column separations, or is

calibrated differently. Many of these types of changes are not documented routinely, yet they can cause
significant discontinuities.

Table I11. Results of comparison between discontinuities found by the Easterling—Peterson technique and potential
discontinuities indicated by metadata files for Spokane, Washington, and Pensacola, Florida.

Easterling—Peterson

technique Metadata
Year Offset Year Cause
Spokane,
Washington
1895 +0-87 1892 Move, and height above ground change
1901 +0-42 1902 Slight elevation change
1928 +018 - -
1942 -092 1942 Height above ground change (—21-5m)
1948 —0-80 1948 Move to airport and height above ground change to standard height
1959 —061 1959 Installation of HO60 hygrothermometer
Pensacola,
Florida
1901 -0-22 -
1911 —-0-59 1910 Move and height above ground increase (+ 55 m)
1917 —0-65 -
1929 —035 -
1942 +030 1939 Move and height above ground decrease (— 13-2 m)
1949 +0-82 1948 Move to airport and change height above ground to standard (1:5m)
1963 +0-49 1961 Instrument change from LIG to HO61 hygrothermometer
1969 + 141 1969 FAA take over and change to HO63 hygrothermometer
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otenti T as Alexandersson (1986) used, is not realistic for application to a global data set. With this in mind, our
5 ot 1:.1a technique is designed for the assumption that multiple discontinuities are present in many if not all of the
a C(? loln time series in the data set. Therefore, excluding all stations with more than one discontinuity would be
firec t'p ¢ unrealistic. Lastly, we intend to apply this technique, along with the reference series development
i . . . .
. rou(::i, methodology presented by Peterson and Easterling (1994) to the Global Historical Climatology Network
'8 (GHCN, Vose et al., 1992) to produce a global data set of ‘relatively homogeneous’ temperature time series.
ates that
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