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Inference

Change Point Detection in a General
Class of Distributions
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We consider the change point problem in a general class of distributions, and derive
a test statistic Tn which reduces to the statistic obtained by Kander and Zacks
(1966) for the exponential family. Properties of the test, including its asymptotic
distribution, are discussed.
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1. Introduction

Change point problems are concerned with inferences about an unknown parameter
m, such that given a sequence of independent random variables X1� X2� � � � � Xn,
which are distributed according to �F�� � ∈ ��, the first m observations come
from a distribution F�0

and the remaining n−m observations come from another
distribution F�1

with F�0
�= F�1

. The change point problem arises in various areas,
such as industrial quality control, medicine, epidemiology, and economics under
other names such as Surveillance, Statistical Process Control, and Monitoring;
see Wessman (1998).

There are various techniques for making inferences about m: see, e.g., Chernoff
and Zacks (1964), Kander and Zacks (1966), Hinkely (1970), Broemeling (1974),
Smith (1975), Henderson (1986), Brodsky and Darkhovsky (1993), Broemeling and
Gregurich (1996), and Csorgo and Horvath (1997).

In this article, we derive a test statistic Tn for the presence of a change point in a
general class of distributions, which reduces to the test statistic obtained by Kander
and Zacks (1966) in the case of one parameter exponential family.
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2. Main Results

Suppose that X1� X2� � � � � Xn are independent random variables from a one
parameter family with density function f��·� with � ∈ �. We are interested in testing
the null hypothesis that X1� X2� � � � � Xn are iid from f�0 (with �0 known), against
the alternative hypothesis that at some unknown point m a change occurs in
parameter �, i.e., for some m ∈ �1� 2� � � � � n− 1�, X1� X2� � � � � Xm are iid from f�0 and
Xm+1� � � � � Xn are iid from f�1 (with �1 = �0 + 	, where 	 is an unknown positive real
number).

To derive the test statistic and study its properties, the following mild regularity
conditions are assumed:

(i) For every value x, the derivative 


�
log f��x� exists for every � ∈ �, and

E�0

∣∣ 


�
log f��X�

∣∣3 < �, so that I��0� = Var�0
[




�
log f��x�

]
exists.

(ii) For any function h�·� with E��h�X�� < �, d
d�

∫
h�x�f��x�dx = ∫

h�x� 


�
f��x�dx.

Following Kander and Zacks (1966), we derive a test statistic using a quasi-
Bayesian approach by considering the point of change m as a realization of a
random variable M , with a uniform prior density ��m� = 1

n−1 ; m = 1� 2� � � � � n− 1.
The marginal likelihood of the sample under H1 is

1
n− 1

n−1∑
m=1

exp
{ m∑

i=1

log f�0�xi�+
n∑

i=m+1

log f�0+	�xi�

}
�

Since 


�
log f��x� exists for every x and �, we have

log f�0+	�xi� = log f�0�xi�+ 	




�
log f��xi���=�0

+ o�	�� as 	 → 0�

So the marginal likelihood under H1 is

{ n∏
i=1

f�0�xi�

}{
1+ 	

n− 1

n∑
i=1

�i− 1�




�
log f��xi���=�0

+ o�	�

}
� as 	 → 0�

Since the likelihood under H0 is
∏n

i=1 f�0�xi�, the likelihood ratio (LR) is

LR = 1+ 


n− 1

n∑
i=1

�i− 1�




�
log f��xi���=�0

+ o�	�� as 	 → 0�

and the null hypothesis H0 is rejected whenever the likelihood ratio is large. So as
	 → 0, H0 is rejected whenever

Tn =
n∑

i=1

�i− 1�




�
log f��xi���=�0

�

is larger than a suitably chosen value. We propose to use Tn as our test statistic.
It is easily verified that, in the special case of exponential family, Tn reduces to the
statistic proposed by Kander and Zacks (1966).

It can be shown, as in Kander and Zacks (1966), that the test procedure based
on Tn for testing H0 is locally most powerful (see Habibi et al., 2004).
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The exact distribution of Tn can be found in some special cases. Using the
results of Chernoff and Zacks (1964) and Kander and Zacks (1966), the exact
distribution of Tn is easily obtained in the case of normal, exponential, and binomial
distributions. The exact distribution of Tn can also be found in the logistic case
(see Habibi et al., 2004). However, since the exact distribution of Tn is very
complicated in many cases, we derive its asymptotic distribution.

Proposition 2.1. Assuming regularity conditions (i) and (ii), under the null hypothesis,
we have

n
−3
2 Tn

d−→ N

(
0�

I��0�

3

)
�

where I��0� is the Fisher information at �0.

Proof. Under the regularity conditions we have E�0
�Tn� = 0 and Var�0�Tn� =

�2n−1��n−1��n�
6 I��0�. Now write Tn =

∑n
i=1�i− 1�Zi, where Zi = 



�
log f��Xi���=�0

,

i = 1� 2� � � � � n, which are iid under the null hypothesis. Since maxj≤n�j−1�2∑n
j=1�j−1�2 → 0

as n → � and E�0
�Tn�= 0, we conclude that under H0,

Tn√
Var�0 �Tn�

d→ N�0� 1� (see

Ferguson, 1996, p. 34), and using the Slutsky theorem, we have n
−3
2 Tn

d→ N
(
0� I��0�

3

)
.

The rate of convergence is considered in the following proposition; cf. Kander
and Zacks (1966).

Proposition 2.2. Under conditions of Proposition 2.1, we have, for every x

�Fn�x�−��x�� = O�n
−1
2 � as n → ��

where Fn�·� is the distribution function of standardized variable Tn√
Var�0 �Tn�

and ��·� is

the distribution function of the standard normal.

Proof. As in the proof of Proposition 2.1, Tn =
∑n

i=1 Yi, where Yi = �i− 1�Zi. It can
be shown (see Feller, 1965, p. 544) that

�Fn�x�−��x�� < 6
∑n

i=1 E�Yi�3(∑n
i=1 


2
i

) 3
2

� −� < x < +��

where 
2
i denotes the variance of Yi and Fn is the distribution function of∑n

i=1 Yi/
(∑n

i=1 

2
i

) 1
2 . But

∑n
i=1 E�Yi�3(∑n
i=1 


2
i

) 3
2

=
∑n

i=1�i− 1�3E�0
�Z1�3[∑n

i=1�i− 1�2Var�0�Z1�
] 3

2

= O�n
−1
2 �� as n → ��

(since Zis are iid), and the result follows.
Simulation results (see Habibi et al., 2004) confirm that the normal

approximation is satisfactory.
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It can be shown that under the additional regularity condition:

E�1

∣∣∣∣ 

� log f��Xm+1�

∣∣∣∣
�=�0

∣∣∣∣
3

< ��

the asymptotic distribution of Tn under the alternative hypothesis is given by

Tn −
∑n

i=m+1 E�Yi�√∑n
i=1 Var�Yi�

d→ N�0� 1��

where Yi = �i− 1�Zi with Zi = 


�
log f��Xi���=�0

, and the rate of convergence is
O�n

−1
2 � (see Habibi et al., 2004).
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