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Abstract. In this contribution, general results on the off-line least-squares estimate of
changes in the mean of a random process are presented. First, a generalisation of the
HaÂjek-ReÂnyi inequality, dealing with the ¯uctuations of the normalized partial sums, is
given. This preliminary result is then used to derive the consistency and the rate of
convergence of the change-points estimate, in the situation where the number of
changes is known. Strong consistency is obtained under some mixing conditions. The
limiting distribution is also computed under an invariance principle. The case where the
number of changes is unknown is then addressed. All these results apply to a large
class of dependent processes, including strongly mixing and also long-range dependent
processes.

Keywords. Detection of change points; HaÂjek-ReÂnyi inequality; strongly mixing
processes; strongly dependent processes; fractional Brownian motion; penalized least-
squares estimate

1. INTRODUCTION

The problem of detecting and locating change-points in the mean of a random
process, and estimating the magnitude of the jumps has been around for more
than forty years. Most of the early efforts have been devoted to the detection/
location of a single change-point in the mean of independent identically
distributed random variables (see, among many other, Hinkley (1970), Sen
Srivastava (1975), Hawkins (1977), Bhattacharya (1987)). Many recent
contributions addressed the possible extensions of these methods and results to
the detection/location of single/several change-points in the mean of a random
(perhaps non-stationary) process. One of the pioneering contributions in that
®eld is Picard (1985), who considered the detection of a single change-point in
the mean a Gaussian AR process (whose order is known). The proposed method
is based on maximum likelihood and is thus rather computationally demanding
(moreover these results are not necessarily robust to deviations in the assumed
model). A complete bibliography on change detection can be found in the books
of Basseville and Nikiforov (1993) and Brodsky and Darkhovsky (1993).

Recently, Bai (1994) has proposed and studied a least-square estimate of the
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location of a single change-point in the mean of a linear process of general
type under rather weak regularity assumption. This work has been later
extended to multiple break points and weak dependent disturbance process
(mixingale) by Bai and Perron (1996). From a practical point of view, least-
squares estimates possess a main advantage over maximum likelihood methods:
it does not require to specify the distribution of the error process å.
Furthermore, it is straightfoward to implement and is computationally ef®cient,
even when the number of change-points is large. In this contribution, the results
obtained by Bai (1994) are extended in two directions:

· While Bai (1994) considered the detection of a unique change-point, we
consider the general case where multiple change-points can be present. As seen
in the sequel, this extension is not trivial, and is worth being developed. When
the number of change-points is unknown, the change-points problem becomes a
problem of model selection and a penalized least-squares method is proposed
(similar to that proposed in Yao (1988)).

· The results obtained by Bai (1994) and Bai and Perron (1996) hold only
for weakly dependent processes. The main reason of this restriction is the use
of a HaÂjek-ReÂnyi type maximal inequality, extended by Bai (1994) to linear
processes and by Bai and Perron (1996) to mixingales. We show in section II
that it is possible to obtain this kind of inequality, under very mild assumption,
including, for example, weakly and strongly (perhaps non stationary) dependent
processes.

Exploiting this inequality, we show in Section III the consistency of the least-
squares estimate when the number of change-points is known. Using a precise
inequality obtained by Rio (1995) for stationary strongly mixing processes, we
show, under some suitable conditions, the strong consistency of this estimator.

The rate of convergence of the change-points location estimator is then
studied. It is shown, under very mild conditions (which includes, as a special
case, long-range dependent processes), that the rate is n, where n is the number
of observations (as in the case of independent and identically distributed
random variables). The limiting distribution of the change-point location is then
studied (when the magnitude of the jumps goes to zero at some speci®ed rate).

Section IV is devoted to the number of change-points problem. This problem
has been ®rst addressed by Yao (1988), who proved the consistency of the
Schwarz criterion when the disturbance is i.i.d. Gaussian with zero mean and
unknown variance. In this contribution, the number of change-points is
estimated by using a penalized least-squares approach. It is shown that an
appropriately modi®ed version of the Schwarz criterion yields a consistent
estimator of the number of change-points under very weak conditions on the
structure of the disturbance.

A small scale Monte-Carlo experiment is presented in Section V to support
our claims. Some of the proofs are given in the appendix.
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2. SOME RESULTS FOR THE FLUCTUATIONS OF PARTIAL SUMS

Let få tg t>0 be a sequence of random variables. We de®ne the partial sums by

Si: j �
Xj

t�i

å t, 1 < i , j < n: (1)

2.1. A generalisation of the HaÂjek-ReÂnyi inequality

Let fbkg be a positive and decreasing sequence of real numbers. HaÂjek and
ReÂnyi (1955) have shown that, provided that få tg t>0 is sequence of independent
and identically distributed variables with zero-mean and ®nite variance
Eå2

t � ó 2 ,1,

P max
m<k<n

bk jS1:k j > ä
� �

> C0

ó 2

ä2
mb2

m �
Xn

i�m�1

b2
i

 !
, (2)

with C0 � 1. This result was extended to martingale increments by Birnbaum
and Marshall (1961), and later to linear processes by Bai (1994); recall that
få tg t>0 is a linear process if

å t �
X1
j�0

f jø tÿ j (3)

where fø tg j2Z is a sequence of independent variables with zero-mean and ®nite
variance, such that

P1
j�0 jj f jj,1. In this context, the constant C0 depends on

the impulse response coef®cients f f jg of the linear ®lter. It should be stressed
that the result obtained by Bai deeply relies on the linear structure (3) of the
process, and therefore, does not hold for non-linear processes. Moreover, the
condition

P
jj f jj,1 is a `weak-mixing condition' (typically, the normalized

sum S1:k=
���
k
p

asymptotically converges to a Gaussian random variable under
appropriate moment conditions); in particular, this condition does not hold for
long-range dependent linear processes (in such case,

P
f 2

j ,1, butP
jj f jj � 1). We shall establish here an inequality of this kind, for a sequence

(not necessarily stationary) få tg t2Z that satis®es, for 1 < ö, 2, the following
condition:

· H1(ö) There exists C(å) ,1 such that, for all i, j,

E(Si: j)
2 < C(å)j jÿ i� 1jö

Condition H1(ö) is ful®lled for a wide family of zero-mean processes
å � fåg t2Z. If å is a second order stationary process, H1(ö) is ful®lled with
ö � 1 whenever the autocovariance function ã(s) � Eå t�så t satis®esP

s>0jã(s)j,1. This property is satis®ed for linear processes of the form
(3) such that

P1
j�0ja jj,1, a class which includes, as a particular example,
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any ARMA process. Condition H1(ö) is also satis®ed for strongly mixing
processes, under some conditions on the sequence of mixing coef®cients (á(n))
and on the moments of å t, see Doukhan (1994), or the quantile function of å t,
see Rio (1995). For example, if å t is bounded with probability 1, H1(ö) is
satis®ed with ö � 1 if á(s) < M=s log(s) (remark that, if jå tj < C ,1 with
probability 1, the autocovariance function is bounded by jEå t�så tj < 4C2á(s)
and we have

P
s>0jã(s)j,1). Finally, assumption H1(ö) is also veri®ed when

å is a zero-mean long-range dependent process, i.e.

sup
t2Z

E(å t�så t) < C9(å)jsj2dÿ1, 0 , d , 1=2, (4)

where d is the long-range dependence parameter (see, for example, Beran
(1992)). Under these conditions, it is easy to see that there exists a constant
C(å) ,1 such that, for j . i, ES2

i: j � C(å)( jÿ i)1�2d and H1(ö) is satis®ed with
ö � 1� 2d.

Theorem 1. Let få tg t2Z be a sequence of random variables that satis®es
condition H1(ö) for some 1 ,ö, 2. Then, there exists a constant A(ö) > 1
(that does not depend on å) such that, for any n > 1, for any 1 < m < n, for
any ä. 0, and for any positive and decreasing sequence
b1 > b2 > . . . > bn . 0, we have the following inequalities:

P max
1<k<n

bk jSi:k j.ä
� �

<
A(ö)C(å)

ä2
nöÿ1

Xn

t�1

b2
t , (5)

P max
m<k<n

bk jSi:k j.ä
� �

< 4
C(å)möb2

m

ä2
� 4

C(å)A(ö)

ä2
(nÿ m)öÿ1

Xn

t�m�1

b2
t : (6)

As a direct corollary of Theorem 1, we have

Corollary 2.1. Assume that H1(ö) holds for some 1 ,ö, 2. Then, there
exists a constant C(ö, å) ,1, that depends on å only through the constant
C(å) such that, for any m . 0, any ä. 0, and any â.ö=2, we have:

P max
k>m

kÿâjSi:k j.ä
� �

< C(ö, å)möÿ2â: (7)

Remark. Let å be a process satisfying H1(ö) for some 1 ,ö, 2 with some
constant C(å), i.e. E(Si: j)

2 < C(å)j jÿ i� 1jö. Any time-shifted/time-reversed
version of this process also veri®es H1(ö) with the same constants ö and C(å).
Though the constants in the preceding theorems depend on å only through
C(å), the results in the preceding section are uniform with respect to the time-
origin. In particular, we have:

sup
i2Z

P max
k�i>m�i

kÿâjSi:k�ij > ä
� �

< C(ö, å)möÿ2â: (8)
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We shall use these results in the sequel with bk � 1 for any k, and bk � 1=k.
We repeatedly use the following lemma, which is a direct application of
Theorem 1 and its corollary:

Lemma 2.2. Let få tg t2Z be a sequence of random variables that satis®es
condition H1(ö) for some 1 ,ö, 2. Then, there exist two constants A(ö, å)
and B(ö, å) (that depend upon å only through C(å)) such that, for any n . 0
and any ä. 0, we have:

sup
i2Z

P max
i�1<k<n�i

jSi:k j > ä
� �

< A(ö, å)
nö

ä2
(9)

sup
i2Z

P max
k>m�iÿ1

jSi:k j
k

> ä

� �
< B(ö, å)

möÿ2

ä2
(10)

2.2. A maximal inequality for strongly mixing stationary processes

We consider now that å is a strongly mixing stationary process (or á-mixing),
see Doukhan (1994), or Rio (1995) for the de®nition of the sequence of strongly
mixing coef®cient fá(n)gn . 0. Recall that å is á-mixing if á(n)! 0 when
n!1.

We de®ne also the quantile function Q: P(å1 . Q(u)) � u, for 0 , u , 1.
We make the following hypothesis:

· H2 The process å is á-mixing, and then exist r. 0 and ã. 1 such that:

a) There exists a constant CQ and u0 . 0 such that Q(u) , CQuÿ1=r for any
0 , u , u0.

b) There exists a constant Cá and n0 . 0 such that án , Cánÿã for any
n . n0.

c) r. 4ã=(ãÿ 1).

Condition H2 means that we control the tails of distribution of å t together
with the mixing coef®cients of å. Furthermore, H2-c means that, the less
mixing å is (i.e., the more dependent the sequence å is), then, the more
concentrated the marginal distribution of å must be. (i.e. the lightest the tail of
distribution of å must be)

A sharp inequality obtained by Rio (1995) leads to the following result:

Theorem 2. Assume that H2 is satis®ed. Then, for any è. 0 such that

è.
r(3� ã)� 4ã

2r(1� ã)
, (11)

for any sequence (un) such that, for n large enough, un . nè, and for any ä. 0,
we have:
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X�1
n�1

P max
1<k<n

jS1:k j > äun

� �
,�1: (12)

Note that, under H2-c, the term in the right hand side of (11) is strictly
bounded by 1. Hence, the sum in (12) is convergent for un � n.

3. ESTIMATION OF THE CHANGE-POINTS LOCATION

3.1. Model assumptions and notations

It is assumed the following model

Yt � ì�k � å t t�kÿ1 � 1 < t < t�k , 1 < k < r (13)

where we use the convention t�0 � 0 and t�r�1 � n. The indices of the break
points and the mean values ì�1 , � � �, ì�r are explicitly treated as unknown. It is
assumed that minjì�j�1 ÿ ì�j j. 0. The purpose is to estimate the unknown
means together with the break points when n observations (Y1, � � �, Yn) are
available. In general, the number of breaks r can be treated as an unknown
variable with true value r�. However, for now, we treat it as known and will
discuss methods to estimate it in later sections. It is assumed that there exists
ô�1 , � � �, ô�r such that, for 1 < k < r, t�k � [nô�k ] ([x] is the integer part of x).
Following Bai and Perron (1996), (ô�k ) are referred to as the break fractions and
we let ô�0 � 0 and ô�ô�1 � 1.

The method of estimation considered is that based on the least-square
criterion. Let

An,r � f(t0, t1, . . ., t r�1), t0 � 0 , t1 , t2 , � � � , t r , t r�1 � ng (14)

be the set of allowable r-partitions. In the sequel, the following set of allowable
r-partitions is also considered.

AÄn

n,r � f(t0, t1, . . ., t r�1); t k ÿ t kÿ1 > nÄng: (15)

where Än is a sequence of non-increasing non-negative numbers such that
Än ! 0 as n!1 at some prescribed rate (in some cases, one may simply set
Än � 0 for all n, and AÄn

n,r �An,r).
For each t 2An,r, the least-square estimates of the means are ®rst obtained

by minimizing the sum of square residuals, substituting them in the objective
function and denoting the resulting sum as Qn(t)

Qn(t) � min
(ì1,���,ì r�1)åR r�1

Xr�1

k�1

Xt k

t� t kÿ1�1

(Yt ÿ ìk)2

�
Xr�1

k�1

Xt k

t� t kÿ1�1

(Yt ÿ Y (t kÿ1, t k))2: (16)
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where, for any sequence futg t2Z, we denote u(i, j) ( j . i) the average
u(i, j) � ( jÿ i)ÿ1

P j
t�i�1ut.

For any r-partitions t, t9 2An,r, we de®ne ktÿ t9k1 � max1<k<rjt k ÿ t9k j.

Theorem 3. Assume H1(ö) holds for some ö, 2. Let fÄngn>0 be a
positive non-increasing sequence such that limn!1Än � 0 and limn!1 n2ÿöÄn

� 1. Let t̂Än
n be the value of t that minimizes Qn(t) over AÄ n

n,r. Then,
ô̂Än

n � t̂Än
n =n converges in probability to ô�.

More precisely, denote Ä�ô �n min1<k<rjô�k�1 ÿ ô�k j. There exists a constant
K1 ,1 such that, for all (ì�1 , � � �, ì�r�1), all 0 ,ä < Ä�ô and all n suf®ciently
large, it holds

P(kô̂Än

n ÿ ô�k1 > ä) < K1 nöÿ2ëÿ2äÿ1(Äÿ1
n � äÿ1(ë=ë)2) (17)

where ë�n min1<k<rjì�k�1 ÿ ì�k j and ë�n max1<k<rjìk�1 ÿ ìk j.

Remark 1: In the above theorem, a minimum length nÄn between two
successive change-points is imposed: instead of minimizing over all possible r-
partitions, only the partitions such that t k ÿ t kÿ1 > nÄn are considered. Note
that, Än ! 0 is chosen in such a way that consistent estimates of change
fractions are obtained even when the lower bound for the change fractions is
not known a priori. As seen later in this section, it is possible to remove this
assumption by imposing either stronger conditions on the disturbance process
or by constraining the estimates of the mean to lie within a compact set.

Remark 2: Note that, since the constant K1 does not depend on
(ë1, � � �, ër), the result (17) can be used in situations where these quantities
depend on the sample size n (goes to zero at a certain rate with n). This
property will be exploited later on, justifying the exact amount of effort needed
to derive a uniform bound.

Proof of Theorem 3: The proof is adapted from Bai (1994) and Bai and
Perron (1996). We must verify that the contrast function associated to this
contrast process has a unique minimum at the true value of the parameters, and
that the contrast process converges uniformly to the contrast function. De®ne
for any r-partition t 2An,r, the following quantities
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J n(t) � nÿ1(Qn(t)ÿ Qn(t�)), (18)

K n(t) � nÿ1
Xr�1

k�1

Xt k

t� t kÿ1�1

(EYt ÿ EY (t kÿ1, t k))2, (19)

Vn(t) � nÿ1
Xr�1

k�1

(
P t�

k

t� t�
kÿ1
�1
å t)

2

t�k ÿ t�kÿ1

ÿ (
P t k

t� t kÿ1�1å t)
2

(t k ÿ t kÿ1)

8<:
9=; (20)

W n(t) � 2nÿ1
Xr�1

k�1

Xt�k
t� t�

kÿ1
�1

å t

0B@
1CAì�k ÿ Xt k

t� t kÿ1�1

å t

 !
EY (t kÿ1, t k)

8><>:
9>=>;: (21)

Using these notations, J n(t) may be decomposed as

J n(t) � K n(t)� Vn(t)� W n(t): (22)

We can show that K n(t) is lower bounded by

K n(t) > min(nÿ1ktÿ t�k1, Ä�ô )ë2: (23)

Similarly, we need to obtain lower bound for Vn(t) and W n(t). For Vn(t), we
have

Vn(t) > ÿ2nÿ2Äÿ1
n (r � 1) max

1<s<n

Xs

t�1

å t

 !2

� max
1<s<n

Xn

t�nÿs

å t

 !2
0@ 1A (24)

Finally, note that

W n(t) � 2nÿ1
Xr�1

k�1

Xt�k
t� t�

kÿ1
�1

å t ÿ
Xt k

t� t kÿ1�1

å t

0B@
1CA(ì�k ÿ ì�)

�
Xr�1

k�1

Xt k

t� t kÿ1�1

å t

 !
(ì�k ÿ EY (t kÿ1, t k)):

where ì� �n (r � 1)ÿ1
Pr�1

k�1ì
�
k . Since for 1 < j, k < r � 1, it holds that

jì�j ÿ ì�k j < rë, we have jì�k ÿ EY (t kÿ1, t k)j < rë and jì�k ÿ ì�j < rë, which
implies

jW n(t) > 3nÿ1(r � 1)2ë max
1<s<n

����Xs

t�1

å t

����� max
1<s<n

���� Xn

t�nÿs

å t

����
 !

(25)

For any ä. 0, de®ne

C Än

n,ä �
n ft 2AÄn

n,r, ktÿ t�k1 > näg
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Since Än ! 0, t� 2AÄ n

n,r for suf®ciently large n. Thus,

P(kô̂Ä n

n ÿ ô�k1 > ä) < P min
t2C Än

n,ä

J n(t) < 0
� �

,

< P max
1<s<n

Xs

t�1

å t

 !2

� max
1<s<n

Xn

t�nÿs

å t

 !2

> cë2 n2Änä

0@ 1A
� P max

1<s<n

����Xs

t�1

å t

����� max
1<s<n

���� Xn

t�nÿs

å t

���� > cë2 näëÿ1

 !
:

for some constant c . 0. The proof is concluded by applying Lemma 2.2 j

3.2. Alternative conditions

As mentioned above, it is possible to remove the constraint on the minimum
segment size Än by imposing some additional conditions. As seen in the proof of
Theorem 3, Än is used to obtain a uniform bound of Vn(t) (see (24)). One can
obtain such bound under additional assumptions on the disturbance process. An
example of such condition is given below; let fâng be a non increasing sequence
of numbers, such that ân ! 0 and nân !1. Consider the following assumption

· H3(â)

lim
n!1 P max

0< t1, t2<n
(t2 ÿ t1)ÿ1

���� Xt2

t� t1�1

å t

����2 > nân

 !
� 0

Extending the result obtained in Lemma 1 in Yao (1988), H3 is for example
satis®ed when å is a zero-mean Gaussian process, provided that the covariance
bound (4) holds. In such case, ân may be set to: ân � 4C9(å)log(n)=n1ÿ2d . We
have

Theorem 4. Assume that H1(ö) and H3(â) hold for some ö, 2 and some
sequence fâng such that ân ! 0 and nân !1. Let t̂n be the value of t that
minimizes Qn(t) over An,r. Then, ô̂n � t̂n=n converges in probability to ô�.

The proof of Theorem 4 is a direct adaptation of Theorem 3. Uniform
bounds (w.r.t. (ë�1 , � � �, ë�r )) similar to (17) can also be derived. To apply this
theorem in a general setting, the following lemma proves more explicit
conditions (in terms of the moments and of the dependence structure of the
process) upon which H3 is veri®ed:

Lemma 3.1. Assume that there exist constants s . 0, 1 < hs , 2 and Cs . 0
such that s . 2=(2ÿ hs) and for all 0 < t1 , t2 ,�1,
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E
Xt2

t� t1�1

å t

 !2s

< Cs(t2 ÿ t1)hs s: (26)

Then, H3 holds with ân � n(2�(hsÿ2)s)=s log n.

Proof of Lemma 3.1. The result follows directly from the relation

P max
1< t1, t2<n

(t2 ÿ t1)ÿ1

���� Xt2

t� t1�1

å t

����2 > nân

 !

<
Xnÿ1

t1�1

Xn

t2� t1�1

P

���� Xt2

t� t1�1

å t

����2 > nân(t2 ÿ t1)

 !
and the Markov inequality. j

Remark: When hs � 1, the relation (26) is a Rosenthal's type inequality. It
holds for martingale increments with uniformly bounded moments of order 2s.
These inequalities also hold for weakly-dependent processes under appropriate
conditions on the moments and on the rate of convergence of the mixing
coef®cients (sse, for example, Doukhan and Louichi (1997) for recent
references). This inequality is also satis®ed for (perhaps non-stationary) long-
range dependent Gaussian processes, provided that (4) holds and for long-range
dependent linear processes (3), under appropriate conditions on the f j and on
the moments of ø t.

Another solution consists in constraining the values of the estimated mean
ì̂k , 1 < k < r to lie within some compact subset Èr of Rr�1. More
speci®cally, for any (t, ì) 2An,r 3 Èr, denote

Un(t, ì)�n nÿ1
Xr�1

k�1

Xt k

t� t kÿ1�1

(Yt ÿ ìk)2, (27)

QÈ
n (t)�n min

ì2È r

Un(t, ì) (28)

t̂Èn �
n

argmin
t2A n, r

QÈ
n (t): (29)

This criterion may be seen as a robusti®ed least-square ®tting procedure, which
in a certain sense, trim the extreme values of the series by constraining the
estimated means to lie inside a feasible set. In such case, it is not necessary
to constrain the minimum length between the successive break points. Note
however that there is a price to pay, because the change fraction estimator
is consistent only if the subset Èr is chosen in such a way that
(ì�1 , � � �, ì�r�1) 2 Èr.
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Theorem 5. Assume H1(ö) holds for some ö, 2. Then, for any compact
subset Èr of Rr�1, such that (ì�1 , . . ., ì�r�1) 2 Èr, ô̂Èn � t̂Èn =n converges in
probability to ô�.

Proof of Theorem 5. Let ì� �n (ì�1 , � � �, ì�r�1). By de®nition, (̂tÈn , ì̂n)
minimizes U n(t, ì)ÿ Un(t�, ì�), where

Un(t, ì)ÿ Un(t�, ì�) �
Xr�1

k�1

Xr�1

j�1

nkj

n
(ì�j ÿ ìk)2 ÿ 2

Xr�1

k�1

Xr�1

j�1

Skj

n
(ìk ÿ ì�j ): (30)

where,

nkj � #fft kÿ1 � 1, � � �, t kg \ (t�jÿ1, � � �, t�j gg, (31)

Skj �
X

t2f t kÿ1�1,���, t kg\f t�
jÿ1

,���, t�
j
g
å t (32)

where, by convention, the sum over an empty set of indexes is zero. Note that
the dependence of nkj and Skj on the r-partitions t and t� is implicit. We can
show that there exists a constant C . 0 such that, for all (t, ì) 2An,r 3 Èr we
have

Xr�1

k�1

Xr�1

j�1

nkj

n
(ì�j ÿ ìk)2 > C max(nÿ1ktÿ t�k1, kìÿ ì�k2): (33)

On the other hand, nÿ1
Pr�1

k�1

Pr�1
j�1 jSkjj converges to 0, uniformly in t 2An,r.

Thus, since È t is compact, nÿ1
Pr�1

k�1

Pr�1
j�1 j(ìk ÿ ì�j )Skjj converges to 0,

uniformly in (t, ì) and (ô̂n, ì̂n) converges to (ô�, ì�) if ì� 2 Èr. Once again, it
is also possible to obtain a uniform bound (w.r.t. ì� 2 Èr) similar to (17). j

Finally, strong consistency of the estimate is obtained under mixing
conditions:

Theorem 6. Assume that H2 is satis®ed. For any Ä. 0, let t̂Än be the value
of t that minimizes Qn(t) over AÄ

n,r. Then, if Ä < Ä�ô , ô̂Än � t̂Än =n converges
almost surely to ô�.

Proof of Theorem 6. Since Ä < Ä�ô , t� 2AÄ
n,r. Thus, following the proof

of Theorem 3, we have that, for any ä. 0,
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P(kô̂Än ÿ ô�k1 > ä) < P max
1<s<n

Xs

t�1

å t

 !2

� max
1<s<n

Xn

t�nÿs

å t

 !2

> cë2 n2Ää

0@ 1A
� P max

1<s<n

����Xs

t�1

å t

����� max
1<s<n

���� Xn

t�nÿs

å t

���� > cë2 näëÿ1

 !

for some constant c . 0. We conclude with Theorem 2 for the strong consistency
of ô̂Än under H2, by setting un � n, that is, è � 1. j

3.3. Rate of convergence

It is possible to derive the rate of convergence of the change-points estimate. It
has been shown by Bai (1994), for a single change-point and weak-dependent
disturbance that the rate of convergence is n (i.e. is linear with the sample size).
This result has later been extended to multiple change-points (and more general
linear regression models) by Bai and Perron (1996), under weak-dependence
conditions for the additive disturbance. It is shown in the sequel that the rate of
convergence of the change fraction is n under general assumptions on the
disturbance process, which include, as particular examples, long-range
dependence processes.

In this section, t̂n �n t̂n(AÄ n

n,r) is the estimate of t� obtained by minimizing
the contrast function Qn(t) over AÄn

n,r. The following theorem also holds under
the alternative conditions mentioned in the previous section.

Theorem 7. Assume that H1(ö) holds for some ö, 2. Then, for all
1 < j < r, t̂ n, j ÿ t�j � OP(1).

More precisely, denote Ä�ô � min1< j<r�1jô�j ÿ ô�jÿ1j, and let 0 , ã, 1=2.
Then there exists a constant Kã ,1 such that for all (ì�1 , � � �, ì�r�1) and all
ä. 0, it holds that, for large enough n,

P(äë2=öÿ2 < k̂tn ÿ t�k1
< nãÄ�ô ) < Kã(nöÿ2ëÿ2 � äöÿ2(1� (ë=ë)2)� nÿ1äöÿ1ë2=öÿ2) (34)

where ë � min1<k<rjì�k�1 ÿ ì�k j and ë � max1<k<rjì�k�1 ÿ ì�k j.

Remark: Perhaps surprisingly, the rate of convergence of the estimator of
the break fraction is not related to the rate of decay of the autocovariance
function of the disturbance process å. Once again, the need for a uniform upper
bound (34) is justi®ed by the need for a limit theory with steps ë j going to
zero with the sample size n.
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Proof of Theorem 7: De®ne

C ä,ã,n � ft 2An,r, äë
2=öÿ2 < ktÿ t�k1 < nãÄ�ô g: (35)

The proof consists in determining an upper bound for P(̂tn 2 C ä,ã,n). To that
purpose, ®rst decompose C ä,ã,n according as

C ä,ã,n �
[
I

C ä,ã,n \ ft 2An,r, t k > t�k , 8k 2 I g

where the union is over all subsets I of the index set f1, � � �, rg. We may
compute an upper bound for each individual set C ä,ã,n \ ft 2
An,r, t k > t�k , 8k 2 I g. Of course, this upper bound does not depend on I ,
and we consider, for notational simplicity, only the case where I � f1, � � �, rg.
Denote C 9ä,ã,n � C ä,ã,n \ ft 2An,r, t k > t�k , 8k 2 f1, � � �, rgg. We show in
the Appendix that, for any ä. 0,

P(̂tn 2 C 9ä,ã,n) < Kã(nöÿ2ëÿ2 � äöÿ2(1� (ë=ë)2)� nÿ1äöÿ1ë2=öÿ2): (36)

3.4. The limiting distribution

In this section, we derive the asymptotic distribution t̂n when the sample size
goes to in®nity. As shown by Picard (1985) and later by Bai (1994), Bai and
Perron (1996), this limiting distribution can be used to construct con®dence
interval for change fractions. The limiting distribution also carried information
on the way the estimator of the change fraction is linked with the other
parameters in the model. Following Bai (1994), it is assumed in the sequel that
the jump ë j, 1 < j < r, depends on the sample size n and diminishes as n
increases. The limiting distribution for ®xed jump size ë j can be obtained in
certain cases, but it depends in a very intricate way on the distribution of the
disturbance and is thus of little practical use.

To stress the dependence of the jump in n, we use in this section the
notation ën, j instead of ë j. We note ën � max1< j<r ën, j and ën � min1< j<r ën, j.
For some ö, 2, we consider the following condition:

· H4(ö) For any 1 < j < r and for some 0 , í, 1, it holds that

ën ! 0 and n1ÿíëãn ÿ!n!1� 1, (37)

ëÿ1
n ën, j ÿ!

n!1 a j 1 , a j ,1 (38)

where ã�n 2=(2ÿ ö).

The last requirement implies that the size of the jumps ën, j, 1 < j < r goes to
zero with the sample size n at the same rate. For `short-memory' processes
(ö � 1), one may set í � 0 (which is not allowed in the assumption above). In
fact, it is in that case to weaken slightly this assumption. Typical conditions are,
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in such case nÿ1 L(n)ëÿ2
n !1, where L(n) is a slowly varying function as

n!1 (see Bai (1994)). Since the main emphasis here is on processes with
long-range dependence, we do not pursue that road. In addition, the minimal size
Än of the interval between successive breakpoints (see Theorem 3) is set to
Än � ní(öÿ2). Under these assumptions, one may show by applying Theorems 3
and 7 that the sequence fëãnt̂ng is tight in the sense that

lim
ä!1

lim
n!0

P(ëãnk̂tn ÿ t�k1 > ä) � 0: (39)

Denote fBö(s)gs>0 the fractional Brownian motion (fBm) with self-similarity
exponent ö=2 (for ö � 1, Bö(s) is the standard Brownian motion). Recall that
the fBM is (the unique up to a scale factor) continuous Gaussian process with
stationary increments satisfying Bö(0) � 0, E(Bö(0)) � 0 and E(Bö(t)2) � tö.
Its covariance kernel is

Ãö(t, s) � 1=2(sö � tö ÿ jsÿ tjö):

For the derivations that follow, we also need to introduce the two-sided fBM.
This is, similarly, the unique (up to a scale factor) continuous Gaussian process
with stationary increments satisfying Bö(0) � 0, E~Bö(t) � 0, and E~Bö(t)
� jtj2ö. Its covariance kernel is given by

cov(~Bö(t), ~Bö(s)) � 1=2(jtjö � jsjö ÿ jt ÿ sjö):

The results below deeply rely upon an invariance principle, i.e. a functional
form of the Central Limit Theorem and a multi-dimensional Central Limit
Theorem. De®ne for n 2 N and m 2 N the following sequences of polygonal
interpolation functions fSn(m, s)gs2R, where Sn(m, 0) � 0 and

Sn(m, s) �
Pm�[ns]

t�m�1å t � åm�[ns]�1(nsÿ [ns]) s . 0Pm
t�m�1�[ns]å t � åm�[ns]�1(nsÿ [ns]) s , 0

�
(40)

We assume that

· H5-a(ö) (invariance principle) få tg t2Z is a strict sense stationary process.
In addition, there exists a constant ó . 0 such that, for all m 2 N,

nÿö=2Sn(m, s) �)
n!1

ó ~Bö(s), s 2 [ÿ1, 1],

where ~B(k) is a two-sided fractional Brownian motion. Furthermore, for any
sequence of positive integers fmngn2N such that mn=n!1, fSn(1, s)gs2[ÿ1,�1]

and fSn(mn, s)gs2[ÿ1,�1] are asymptotically independent.
· H5-b(ö) (multi-dimensional CLT) For any positive integer r and any

sequence of non-negative integers fmn,ign2N, 1 < i < r, such that for all
n 2 N, 1 , mn,1 , � � � , mn,r , n, and limn!1 mn,1=n � mi with 1 , m1 ,
� � � , mr , 1, it holds that
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nÿö=2
Xm1,n

t�1

,
Xm2,n

t�m1, n�1

å t, � � �,
Xn

t�mn, r�1

å t

 !
!d N (0, Ã)

In the above expression, �) denotes the weak-convergence in the space of
continuous function on [ÿ1, �1] equipped with the uniform metric, and
N (0, Ã) is the (r � 1)-dimensional multivariate Gaussian distribution with
covariance matrix Ã.

Assumption H5(ö) with ö � 1 is veri®ed for a wide-class of `short-memory'
processes, e.g. for linear processes (Eq. (3)) under the assumption thatP1

j�0 jj f jj,1 and fø tg t2Z is either a sequence of i.i.d. random variables
with zero-mean E(ø t) � 0 and ®nite variance E(ø2

t ) � ó 2, or fø tg are
martingale increments such that E(ø2

t ) � ó 2, sup t>0 E(jø tj2�ä) ,1 and
nÿ1
Pn

t�1 E(ø2
t jF tÿ1)!1, where F t � ó (øs, 1 < s < t). H5(ö) also holds

with ö � 1 under a wide range of mixing conditions, including mixingales
(McLeish (1975), Bai and Perron (1996)), strong-dependent processes (Doukhan,
(1994)), under appropriate conditions on the rate of decrease of the mixing
coef®cients and conditions on the moments (or on the tail of the distribution of
å t). In all of these situations, the matrix Ã is diagonal.

For our discussion it is more interesting to ask whether these assumptions
hold for strongly dependent processes. Invariance principles H5(ö) have been
derived for interpolated sums of non-linear functions of Gaussian variables that
exhibit a long-range dependence in Taqqu (1975; 1977). In that case, however,
matrix Ã is no longer diagonal. Invariance principles have been also obtained
by Taqqu (1977) and Ho and Hsing (1997) for non-Gaussian linear processes
(Eq. (3)).

We have the following result:

Theorem 8. Assume that H1(ö), H4(ö) and H5(ö) hold for some ö, 2.
Then, for any 1 < j < r,

ë2=2ÿö
n (̂t n, j ÿ t�j )ÿ!d ó 2=2ÿö argmin

í2R

(jíj � 2~B( j)
ö (v)) (41)

where ~B( j)
ö is a two-sided fractional Brownian motion. Furthermore, t̂ n, j and t̂n,k

are asymptotically independent if j 6� k.
Denote ìn the vector of sample means: ìn �n (Y (1, t̂1), Y (̂t1 � 1,

t̂2), � � �, Y (̂t r � 1, n)) and ì̂�n �n (Y (1, t�1 ), Y (t�1 � 1, t�2 ), � � �, Y (t�r � 1, n)).
Then, n1ÿö=2(ì̂n ÿ ì̂Än ) � oP(1). Assume in addition that H5-b(ö) holds. Then,
n1ÿö=2(ì̂n ÿ ì�) is asymptotically normal.

Not surprisingly the limiting distribution of t̂n depends upon the memory
parameter ö through the normalizing constant ã � 2=(2ÿ ö). This result is
fairly intuitive: for a given value of the memory coef®cient ö, the spread of the
estimated change-point instant t̂ n, j increases as the magnitude of the jump ë j
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decreases; on the other hand, for a given jump magnitude ë j, the spread of t̂ n, j

increases as ö increases.

Proof of Theorem 8: The proof is adapted from Bai (1994), Theorem 1.
Denote s � (s1 � � � sr) 2 [ÿM , �M] and de®ne

~K n(s)�n Kn([t�1 � s1ë
ÿã
n,1], � � �, [t�r � srë

ÿã
n,r])

and de®ne similarly ~Vn(s), ~W n(s) and ~J n(s). The following result plays a key
role in the derivations that follow.

Lemma 3.2. Assume that H1(ö) holds for 1 ,ö, 2. Then,

sup
s2[ÿM ,M] r

nëãÿ2
n

~K n(s)ÿ
Xr

k�1

sk a
2ÿã
k

 !
� o(1), (42)

sup
s2[ÿM ,M] r

nëãÿ2
n

~Vn(s)

� �
� o(1), (43)

sup
s2[ÿM ,M] r

nëãÿ2
n

~W n(s)ÿ 2
Xr

k�1

a
2ÿã
k ëãö=2

n,k Sëÿã
n, k

(t�k , sk)

 !
� o(1) (44)

where Sëÿã
n, k

(t�k , sk) is de®ned in (40).

Under assumption (H5-a)(ö), the process
Pr

k�1a
2ÿã
k ëãö=2

n,k Sëÿã
n, k

(t�k , sk) con-
verges (in the space of continuous function on [ÿM , M]r equipped with the
supremum norm) to ó

Pr
k�1a

2ÿã
k

~B(k)
ö (sk), where (~B(k)

ö , 1 < k < r) are r
independent copies of the fractional Brownian motion with self-similarity
parameter ö=2. Then, Lemma 3.2 implies that the process ~J n(s) (with
polygonal interpolation) converges to

Pr
k�1a

2ÿã
k (jsk j � 2ó ~B(k)

ö (sk)). Let
v�n ó 2=(2ÿö)s. Then, argmins(jsj � 2ó ~Bö(s)) � ó 2=(2ÿö) argminv(jvj � 2~Bö(v)).
The result follows from the continuous mapping with argmin functionals,
see Kim and Pollard (1990) (using the same arguments as in Bai (1994),
Theorem 1).

Given the rate of convergence of the break dates, it is an easy matter to
derive the asymptotic distributions of the sample mean, along the same lines as
in Bai (1994). j.

4. ESTIMATION OF THE NUMBER OF CHANGE-POINTS

In the previous section, the number of change-points is assumed to be known. In
many applications however, the number of break fractions is not speci®ed in
advance, and inference about this parameter also is important. Estimation of the
number of break points has been addressed by Yao (1988), which suggests the
use of the Bayesian Information Criterion (also known as the Schwarz criterion).
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Yao (1988) has shown that the estimate of the number of break points is
consistent when the disturbance is a Gaussian white noise. This work has later
been expanded by Liu, Wu and Zidek (1997). In both cases, the basic idea
consists in adding a penalty term to the least-square criterion, in order to avoid
over-segmentation.

The following result is a direct extension of Theorem 3:

Lemma 4.1. For any r > 0 and for any r-partition t 2An,r, let
ktÿ t�k1 � max1< j<r� min0<k<r�1jt k ÿ t�j j. If r > r� and under the assump-
tions of Theorem 3, kô̂n ÿ ô�k1 ! 0 when n!1. Moreover, the uniform
bound (17) still holds.

The proof is a straightforward adaptation of Theorem 3 and is omitted.
Lemma 4.1 means that, even if the number of changes has been over-estimated,
then, a sub-family (ô̂k1

, ô̂k2
, � � �, ô̂k r� ) of ô̂n still converges to the true set of

change fractions ô�. Note also that the uniform bounds Eqs. (24) and (25) hold
whatever the number r of estimated break fractions is. They even hold
uniformly (w.r.t. to the number of break fractions), if this number is upper
bounded.

We propose to estimate the con®guration of change-points t� and the number
of changes r� by minimizing a penalized least-square procedure. For any
R 2 N, for any Ä > 0 and any Èr � Rr�1, we consider the following estimates
of (t�, r�):

(̂tn, r̂n) � argmin
0<r<R

argmin
t2A n, r

fQn(t)� ân rg, (45)

(̂tÄn , r̂Än ) � argmin
0<r<R

argmin
t2AÄ

n, r

fQn(t)� ân rg, (46)

(̂tÈn , r̂Èn ) � argmin
0<r<R

argmin
t2A n, r

fQÈ
n (t)� ân rg, (47)

where the contrast functions Qn and QÈ
n were de®ned in (16) and (28), and

where fâng is a decreasing sequence of positive real numbers. We denote ô̂n, ô̂Än
and ô̂Èn the associated estimators of the break-fractions. The choice of the
penalty is discussed in the next theorem:

Theorem 9.
i) Assume that H1(ö) is satis®ed for some ö, 2. Then, for any sequence

fâng such that ân ! 0 and nân !1, and such that H3(â) holds, (ô̂n, r̂n)
converges in probability to (ô�, r�) if r� < R.

ii) Assume that H1(ö) is satis®ed for some ö, 2. Then, for any non
increasing sequences fÄng and fân) such that Än ! 0, ân ! 0 and
n2ÿöÄnân ! �1, (ô̂Än

n , r̂Än
n ) converges in probability to (ô�, r�) if r� < R.

iii) Assume that H1(ö) is satis®ed for some ö, 2. Assume also that
n2ÿöân ! �1. Then, for any compact subset È of Rr�1, (ô̂Èn , r̂Än ) converges
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in probability to (ô�, r�) if r� < R provided ì� � (ì�1 , . . ., ì�r��1) 2 È.
iv) Assume that H2 is satis®ed. Assume also that ân > nÿø where

ø,
r(ãÿ 1)ÿ 4ã

r(1� ã)
: (48)

Then, for any Ä. 0, (ô̂Än , r̂Än ) converges almost-surely to (ô�, r�) if r� < R
provided Ä < Ä�ô .

Proof: We show (i) ®rst. To establish the convergence in probability of
(ô̂n, r̂n), it suf®ces to show that P( r̂n 6� r�) goes to 0. By de®nition of (̂tn, r̂n),
we have

Qn (̂tn)� ân r̂n < Qn(t�)� ân r�: (49)

Using (18) and (22), this latter relation implies

K n (̂tn)� Vn(̂tn)� W n(̂tn)� ân( r̂n ÿ r�) < 0: (50)

Then,

P( r̂n � r) < P(K n (̂tn)� Vn(̂tn)� W n(̂tn)� ân(r ÿ r�) < 0),

< P min
t2A n, r

(K n(t)� Vn(t)� W n(t))� ân(r ÿ r�) < 0
� �

: (51)

Note that under H3(â) and (20), it holds that, for any ä. 0,

lim
n!1 P sup

t2A n, r

jVn(t)j > äân

� �
� 0: (52)

Assume ®rst that r , r�. Note that, for r , r�, we have k̂tn ÿ t�k1 > Ä�r =r�,
which implies that

K n (̂tn) >
Ä�ô
r� ë

2: (53)

Then, for any r , r�,

P( r̂n � r) < P min
t2A n, r

(Vn(t)� W n(t))� Ä�ô
2r� ë

2 ÿ ân(r� ÿ r) < 0

 !

< P min
t2A n, r

jVn(t)j > Ä�ô ë2=(2r�)
� �

� P max
t2A r

jW n(t)j > Ä�ô
� �

: (54)

and P( r̂n � r)! 0 as n!1, by application of (24), (25) and Lemma 2.2.
On the other hand, for any r� < r < R,
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P( r̂n � r) < P min
t2A n, r

Vn(t)� ân

2

� �
< 0

 !
� P min

t2A n, r

(W n(t)� K n(t)) >
ân

2

� �
:

(55)

From (52), the ®rst term in the right hand term of (55) goes to 0 when n!1.
The second term requires additional attention. For any t 2An,r, we have

K n(t) � 1

n

Xr�1

k�1

Xr��1

i�1

Xr��1

j�1

nki nkj

nk

ë2
ij, (56)

W n(t) � 1

2n

Xr�1

k�1

Xr��1

i�1

Xr��1

j�1

nki

nk

ëijSkj: (57)

where ëij �n jì�i ÿ ì�j j, and nkj and Skj are de®ned in Eqs. (31) and (32),
respectively (the dependence of this quantity upon the r-partition t is implicit).
Then, for any 1 < k < r and any 1 < i, j < r�, let

C kj � ft 2An,r, nkj < nâng,
C kj � ft 2An,r, nkj < nâng:

From Lemma 2.2, there exist two constants A1 . 0 and A2 . 0 such that, for any
c . 0, for any 1 < k < r and any 1 < i, j < r�, such that ëij . 0,

P min
t2C kj

nki

nnk

(ì�i ÿ ì�j )Skj � c(K n(t)� ân) < 0

� �
< P max

nkj>nân

jSkjj
nkj

> cëkj

 !

<
A1

c2
(n ân)öÿ2 (58)

P min
t2C kj

nki

nnk

(ì�i ÿ ì�j )Skj � c(K n(t)� ân) < 0
� �

< P max
nkj>nâ n

jSkjj > c

ëij

n ân

� �

<
A2

c2
(n ân)öÿ2: (59)

From (58) and (59), and using the fact that nân ! �1, we conclude that

lim
n!1 P min

t2A n, r

(W n(t)� K n(t)) >
ân

2

� �
� 0: (60)

Finally, for any 0 < r < R, P( r̂n � r)! 0 when n!1 if r 6� r�. (ii) and (iii)
can be shown along the same lines

We ®nally show the strong consistency of (ô̂n, r̂n) using the fact that, for any
r 6� r�, Pn . 0P( r̂n � r) ,1 under H2, if (ân) satis®es (48). Indeed, nân

. n1ÿø with
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1ÿ ø.
r(3� ã)� 4ã

2r(1� ã)
:

We can apply Theorem 2 to P( r̂n � r), with r . r�, by setting un � nân. On the
other hand, we can apply Theorem 2 to P( r̂n � r), with r , r� by setting un � n
since ân ! 0. j

5. NUMERICAL EXAMPLES

In this section, we present a limited Monte-Carlo experiment. The disturbance å
is a fractional Gaussian noise, i.e. a covariance stationary process with zero-
mean, and spectral density function given by

f (ë) � ó 2

2ð
(sin ë)ÿ2d

d is the long-range dependence parameter. We use the Hoskings's method to
simulate this time series (1992). In the simulation, we set ó 2 � 1 and d � 0:3.
There are two change-points at time ô�1 � 0:25 and ô�2 � 0:5. The function ì is
de®ned as follows:

ì(t) �
2 0 < t , 0:25

0 0:25 < t , 0:5
1 0:5 < t < 1

8<:
We simulate 50 realizations of the sequence Y1, . . . Yn, with different values of
n. A typical realization (n � 1000 samples) is displayed in Figure 1.

Since the number of change-points is assumed to be unknown, the penalized
least-squares estimator has been computed for each one of these realizations. If
the statistical structure of the process were exactly known, an upper bound of
the regularization factor could be computed:

ân � 4 log(n)=n1ÿ2d :

Not surprisingly, the penalization is typically higher than in the i.i.d. case (see
Yao (1988)). The histograms of the estimated change-points are displayed in
Figure 2 while Table 1 gives the estimated numbers of change-points.

The coef®cient of penalization ân has been chosen by minimizing (45) in
order to obtain approximatively the same number of over- and under-
estimation of the change-points. It is clearly seen in this example that the
estimated number of changes converges to the true value r� � 2 when n
increases. We remark also that the distribution of the estimated change-points
concentrates around the true change-points ô�1 � 0:25 and ô�2 � 0:5 when
n!1.
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7. PROOFS

Proof of Theorem 1: The proof of proposition (5) directly follows the
proof proposed by MoÂricz, Ser¯ing and Stout, (1982). Thus, for any m < n, we
have:

P max
m<k<n

bk jS1:k j.ä
� �

< PbmjS1:mj. ä=2)� P max
m�1<k<n

bk jSm�1:k j. ä=2
� �

,

< 4
C(å)möb2

m

ä2
� 4A(ö)

C(å)

ä2
(nÿ m)öÿ1

Xn

t�m�1

b2
t : j (61)

Figure 1. A realization of the process Y with n � 1000 and with change-points at ô�1 � 0:25 and
ô�2 � 0:5.
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Proof of Corollary 2.1: Using Theorem 1, we have, for any p > 0,
m . 0 and ö. 1:

P max
2p m<k , 2p�1 m

bk jS1:k j.ä
� �

< 4
C(å)

ä2
(2p m)öb2

2p m

� 4
A(ö)C(å)

ä2
(2p m)öÿ1

X2p�1 mÿ1

t�2p m�1

b2
t :

Figure 2. The empirical distributions of the estimated change-points obtained with different values
of n: (a) n � 500, (b) n � 1000, (c) n � 2000, (d) n � 5000.

TABLE 1

Estimation of the Number r of Changes, with Different Values of n. For
Example, 0.86 Means that, with n � 1000, We Obtained 43 Times an

Estimate r̂ � 2 Among the 50 Simulations

n ân r̂ � 1 r̂ � 2 r̂ � 3 r̂ � 4

500 20 0´12 0.74 0.14 0.00
1000 40 0.06 0.86 0.06 0.02
2000 100 0.04 0.96 0.00 0.00
5000 200 0.02 0.98 0.00 0.00
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For bk � kÿâ and â.ö=2, we have:X1
p�0

(2p m)öb2
2p m � möÿ2â

X1
p�0

2p(öÿ2â) <
möÿ2â

1ÿ 2öÿ2â

On the other hand, there exists a constant D ,1 such that:

X1
p�0

(2p m)öÿ1
X2p�1 mÿ1

t�2p m�1

b2
t < Dm(öÿ2â):

We conclude using the fact that:

P max
k>m

bk jS1:k j. ä
� �

<
X1
p�0

P max
2p m<k , 2p�1 m

bk jS1:k j.ä
� �

: j

Proof of Equation (36): The set C 9ä,ã,n can be decomposed as
C 9ä,ã,n �

S
I C 9ä,ã,n(I ), where the union is over all the subsets I of

f1, � � �, rg, and

C 9ä,ã,n(I ) � ft 2An,r, äë
2=öÿ2 < t k ÿ t�k < nãÄ�ô ,

8k 2 I , 0 < t k ÿ t�k ,äë2=öÿ2, 8k =2 I g
For any t 2 C 9ä,ã,n, denote nkk � t�k ÿ t kÿ1, nk,k�1 � t k ÿ t�k , nk � t k ÿ t kÿ1

and n�k � t�k ÿ t�kÿ1; the dependence of these quantities on t and t� is implicit.
Note that nk � nk,k � nk,k�1 and n�k � nk,k � nkÿ1,k, and nk,k=nk > (1ÿ ã)Ä�ô .
For all t 2 C 9ä,ã,n, one may show that

K n(t) � 1

n

Xr

k�1

nkk nk,k�1

nk

ë2
k , (62)

Vn(t) � 1

n

Xr

k�1

nk,k�1

nkk

nk

Skk

nkk

ÿ Sk,k�1

nk,k�1

� �2

ÿ nk�1,k�1

n�k�1

Sk�1,k�1

nk�1,k�1

ÿ Sk,k�1

nk,k�1

� �2
 !

(63)

W n(t) � 2

n

Xr

k�1

ëk nk,k�1

Skk

nk

� nkk

nk

Sk k�1

� �
: (64)

where, for 1 < i < j < r � 1, Sij �
P t j

t� tiÿ1�1å t and ëk � ì�k�1 ÿ ì�k . In
addition, we have, for all t 2 C 9ä,ã,n,

min
t2C 9ä,ã, n

K n(t) > (1ÿ ã)Ä�ô äë2ÿ2ö=2ÿö, (65)
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Vn(t) > ÿ 1

n

Xr

k�1

nk,k�1

S2
k�1,k�1

n2
k�1,k�1

� S2
k,k�1

nk

� 2jSk,k�1j jSk�1,k�1j
nk�1,k�1

� jSk,k j
nk,k

� � !
(66)

Using these expressions for K n(t), Vn(t) and W n(t), and the above bounds, we
obtain sharper bounds for J n(t) on C9ä,ã,n. First, by using Lemma 2.2 and its
corollary, these exist ®nite constants C1, C2, C3 such that, for all 1 < k < r and
for all c . 0,

P max
t2C 9ä,ã, n

jSkk j
nkk

> c

 !
< sup

t2Z

P sup
s>n(1ÿã)Ä�ô

jP t
i� tÿs�1åij

s
> c

0@ 1A < C1

nöÿ2

c2
,

(67)

P max
t2C 9ä,ã, n

S2
kk

nkk

> c

 !
< sup

t2Z

P sup
s<n

���� Xt

i� tÿs�1

åi

���� >

��������������������������
n(1ÿ ã)cÄ�ô

q !
< C2

nöÿ1

c

(68)

P max
t2C 9ä,ã, n

S2
k,k�1

nk,k�1

> c

 !
< sup

t2Z

P max
1<s<nãÄ�ô

(
P t�s

i� t�1åi)
2

s
> c

 !
< C3

nöÿ1

c
: (69)

Let I be an arbitrary subset of f1, � � �, rg. There exist ®nite constants C4, C5

(that do not depend upon ë, ë, nor on the subset I ) such that, for all n > 1

P max
k2I

max
t2C 9ä,ã, n(I )

jSk,k�1j
nk,k�1

> c

 !
< sup

t2Z

P max
s>äë2=öÿ2

jP t�s
i� t�1åij

s
> c

 !

< C4

äöÿ2

c2
ë2, (70)

P max
k=2I

max
t2C 9ä,ã, n(I )

jSk,k�1j > c
� �

< sup
t2Z

P max
k=2I

max
0<s<äë2=öÿ2

���� Xt�s

i� t�1

åi

���� > c

 !

< C5

äö

c2
ë2ö=öÿ2: (71)

Using (64), (65) and (66), there exists c . 0 small enough so that it holds

P(̂tn 2 C 9ä,ã,n) < P min
t2C 9ä,ã, n(I )

(K n(t)� Vn(t)� W n(t)) < 0
� �
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<
Xr

k�1

P c(1ÿ ã)Ä�ô ë2 < max
t2C 9ä,ã, n(I )

S2
k�1,k�1=n2

k�1,k�1

� �
�
X
k2I

P c(1ÿ ã)nÄ�ô ë2 < max
t2C 9ä,ã, n(I )

S2
k,k�1=nk,k�1

� �
�
X
k=2I

P c(1ÿ ã)Ä�ô äë2ÿ2ö=2ÿö < max
t2C 9ä,ã, n(I )

S2
k,k�1=nk

� �

�
X
k2I

P c(1ÿ ã)Ä�ô ë2
ÿ

< max
t2C 9ä,ã, n(I )

jSk,k�1j=nk,k�1(jSk�1,k�1j=nk�1,k�1 � jSk,k j=nk,k)

�
�
X
k=2I

P c(1ÿ ã)Ä�ô äë2ÿ2ö=2ÿö
�

< max
t2C 9ä,ã, n(I )

jSk,k�1j(jSk�1,k�1j=nk�1,k�1 � jSk,k j=nk,k)

�

�
Xr

k�1

P cë < max
t2C 9ä,ã, n(I )

jSk,k j=nk,k

� �
�
X
k2I

P cë < max
t2C 9ä,ã, n(I )

jSk,k�1j=nk,k�1

� �
�
X
k=2I

P c(1ÿ ã)Ä�ô äë2öÿ2=öÿ2ëÿ1 < max
t2C 9ä,ã, n(I )

jSk,k�1j
� �

: (73)

The proof is concluded by bounding each term in the previous sum using
relations (67)±(71). j

Proof of Lemma 3.2 We prove these properties for the positive orthant:
0 < si < M , 1 < i < r because of symmetry. Let

K n(M)�n ft 2AÄn

n,r, t k � [t�k � skë
ÿ1
n,k], 0 < sk < M , k 2 f1, � � �, rgg:

Eq. (42) follows directly from (62). To prove Eq. (43), ®rst note that (63) implies
that
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n~Vn(s) < 88
Xr

k�1

nk,k�1

S2
k,k

n2
k,k

� S2
k�1,k�1

n2
k�1,k�1

 !
� 2jSk,k�1j jSk,k j

nk,k

� jSk�1,k�1j
nk�1,k�1

� �

� S2
k,k�1

1

nk

� 1

nk�1

� �
(74)

where, as before, nij � #(T ij), with

T ij � f[t�iÿ1 � siÿ1ë
ÿã
n,i ]� 1, [t�i � sië

ÿã
n,i ]g \ f[t jÿ1 � s jÿ1ë

ÿã
n, j]� 1, [t j � s jë

ÿã
n, j]g

and Sij �
P

t2T ij
å t. Now, for any ä. 0, we have

(nëãÿ2
n j~Vn(s)j > ä) <

Xr

k�1

P max
t2K n(M)

S2
k,k

n2
k,k

> cäë2
n

 !
� (A)

�
Xr

k�1

P max
t2K n(M)

jSk,k�1j jSk,k j
nk,k

� jSk�1,k�1j
nk�1,k�1

� �
> cäë2ÿã

n

� �
� (B)

�
Xr

k�1

P max
t2K n(M)

S2
k,k�1 > cäë2ÿã

� �
� (C): (75)

where c . 0 is a suf®ciently small constant. Using (67), we have
(A) � O(nöÿ2ëÿ2) � o(1). Similarly we have by applying (68)±(69)

(B) <
Xr

k�1

max
t2K n(M)

jSk,k�1j > ë1ÿã
n nå=ã

� �
� P max

t2K n(M)

jSk,k

nk,k

> cäën nÿå=ã
� �

,

� O(nÿ2å=ã)� O(n(1ÿå)(öÿ2)ëÿ2) � o(1):

Finally, using again (67)±(71), we have (C) � O(nÿ1ëÿãn ) � o(1), concluding the
proof of (43). The proof of (44) is along the same lines and is omitted. j
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