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Abstract

In this paper, we develop a set of new persistence change tests which are
similar in spirit to those of Kim [Journal of Econometrics (2000) Vol. 95,
pp. 97-116], Kim et al. [Journal of Econometrics (2002) Vol. 109, pp. 389—
392] and Busetti and Taylor [Journal of Econometrics (2004) Vol. 123,
pp. 33-66]. While the exisiting tests are based on ratios of sub-sample
Kwiatkowski et al. [Journal of Econometrics (1992) Vol. 54, pp. 158-179]-
type statistics, our proposed tests are based on the corresponding functions of
sub-sample implementations of the well-known maximal recursive-estimates
and re-scaled range fluctuation statistics. Our statistics are used to test the null
hypothesis that a time series displays constant trend stationarity [/(0)]
behaviour against the alternative of a change in persistence either from trend
stationarity to difference stationarity [/(1)], or vice versa. Representations for
the limiting null distributions of the new statistics are derived and both finite-
sample and asymptotic critical values are provided. The consistency of the
tests against persistence change processes is also demonstrated. Numerical
evidence suggests that our proposed tests provide a useful complement to the
extant persistence change tests. An application of the tests to US inflation rate
data is provided.

I. Introduction

The ability to correctly decompose a time series into its separate difference
stationary, /(1), and trend stationary, /(0), components, where they exist, has
important implications for effective model building and forecasting in applied
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economics and finance. A number of recent testing procedures have been
developed that aim to distinguish such behaviour. These include the ratio-
based persistence change tests of, inter alia, Kim (2000), Kim, Belaire Franch
and Badillo Amador (2002) and Busetti and Taylor (2004), and the sub-
sample augmented Dickey—Fuller-type tests of Banerjee, Lumsdaine and
Stock (1992) and Leybourne et al. (2003). The first three of these assume a
null hypothesis of /(0) throughout, while the last two assume a null of /(1)
throughout. For each, the alternative is a change from /(0) to /(1), or vice
versa. Busetti and Taylor (2004) also propose locally best invariant (LBI)
tests of the constant /(0) null against a change in persistence and explore
the behaviour of both full-sample and sub-sample Kwiatkowski, Phillips,
Schmidt and Shin (1992) (KPSS) stationarity tests against persistence change
processes.

In this paper, we focus attention on the ratio-based class of persistence
change tests. The test statistics adopted in Kim (2000), Kim et al. (2002) and
Busetti and Taylor (2004) are based on ratios of sub-sample implementations
of KPSS-type stationarity test statistic (they differ from a sub-sample KPSS
statistic only in that they need not be scaled by a long-run variance estimator).
It is well known that the KPSS statistic diverges with the sample size against
I(1) data, but is of O,(1) against /(0) data (see, e.g. Kwiatkowski et al., 1992,
pp. 165-9). The ratio-based testing approach exploits these facts, as the ratio
statistic will be of O,(1) against either constant /(0) or constant /(1) processes
(because the sub-sample KPSS-type statistics in the numerator and denom-
inator of the ratio will be of the same order in probability), but will diverge
where a persistence change occurs (because of the different orders, in
probability, of the two sub-sample KPSS-type statistics).

The KPSS test belongs to the class of (generalized) fluctuation tests (see,
inter alia, Kuan and Hornik, 1995 and Kuan, 1998). So, just as we can obtain
consistent tests for a change in persistence through ratios of sub-sample
KPSS-type statistics, consistent inference may also be obtained from the
corresponding functions of other sub-sample fluctuation tests. Two further
tests that have been widely considered in the fluctuations testing literature are
the maximal recursive-estimates (or generalized Kolmogorov—Smirnov) test
of Sen (1980) and Ploberger, Kramer and Kontrus (1989), and the re-scaled
range test of Lo (1991), Kuan and Hornik (1995) and Kuan (1998), inter alia.
Xiao (2001) has shown that the maximal recursive-estimates test, when used
as a test of stationarity against a unit root, has very similar finite-sample size
and power properties to the KPSS test, while Cavaliere and Taylor (2003)
present results which show that the re-scaled range test is often more powerful
against the unit-root alternative than the KPSS test. It therefore seems worth
exploring the application of these two important fluctuation tests to the present
problem of testing the null hypothesis of stationarity against a change in
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persistence in order to compare these with the extant tests based on KPSS-type
statistics.

The paper is organized as follows. Section II outlines the model of
persistence change which we focus on. In section III we provide a brief review
of tests of Kim (2000), Kim et al. (2002) and Busetti and Taylor (2004),
which are based on ratios of KPSS-type statistics. In section IV, we detail
our new ratio test statistics, based on the maximal recursive-estimates and
re-scaled range statistics, and derive their large sample properties. In section
V, using Monte Carlo simulation, we provide critical values and compare the
finite-sample size and power properties of the new tests with the correspond-
ing KPSS-based tests. In section VI we apply the tests discussed in this paper
to the US inflation rate. Section VII concludes.

II. The persistence change model

Kim (2000, p. 99), considers the null hypothesis, denoted H,, that the scalar
time-series process y; is formed as the sum of a purely deterministic
component, d;, and a short-memory [/(0)] component; i.e.

y,:d,—i-vt, t:1,7T (1)

where v; satisfies the familiar strong mixing conditions of, inter alia, Phillips
and Perron (1988, p. 336) With strictly positive and bounded long-run
variance o’ = Thm E (Zt lv,) In what follows, reference to a series as

being /(0) is taken to imply that such conditions hold. In equation (1), the
deterministic kernel d; = x}f, where x, is a (k+ 1) x 1, k<T -1, fixed
sequence the first element of which is fixed at unity throughout [so that
equation (1) always contains an intercept term], with associated parameter
vector f. The vector X, is assumed to satisfy the mild regularity conditions
of Phillips and Xiao (1998): precisely, there exists a scaling matrix d7 and
a bounded piecewise continuous function x() on [0, 1] such that
07X.7] = X(*) uniformly on [0, 1], where || denotes the integer part of its
argument, and fol x(s)x(s)'ds is positive definite. A leading example
satisfying these conditions is given by the kth-order polynomial trend,
x, = (1, t,..., /Y, within which the constant (d, = ff,) and constant plus
linear time trend (d, = Po + p1t) are special cases. The broken intercept and
broken intercept and trend functions of Busetti and Harvey (2001) are also
permitted and are obtained by specifying

Xp= Z Bt + Z B, jt), for i = 0,1, respectively,
=0 =0
with
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U= t-—mylitec{m+1,...,T}),

where () is the usual indicator function, and where m satisfies limz_, . (m/T) =
u € (0, 1) (see Phillips and Xiao, 1998, p. 448).

Kim (2000) considers two alternative hypotheses: the first, denoted Hy;, is
that y, displays a shift from 7(0) to /(1) behaviour' at time ¢ = Lt*7], while the
second, denoted H, is that there is a shift from /(1) to /(0) behaviour at time
t =|t*T]. These may be expressed conveniently within the persistence
change data generating process (DGP) of Kim (2000, p. 100),

y,Zd,—l—Zm, [:1,...,£T*TJ, T*G(O,l) (2)

vi=di+zp t=[TT]+1,...,T. (3)

In the case of Hyy, z,» = z,-1 + v;, with v; and z,; both /(0), while in the case
of HlOa Zyl = Zi-1,1 + v with Uy and Zt2, both I(O)

III. Kim’s ratio-based tests

Kim (2000), and subsequent modifications proposed independently by Kim
et al. (2002) and Busetti and Taylor (2004), develop tests for the constant /(0)
DGP (H,) against the /(0)-/(1) change DGP (Hj;) which are based on the ratio
statistic

(T - LTTJ)_Z ZIT rTJ+1(Stn( ))2
117> S (Sra ()

K(r) = (4)

where
Stn E Z Uz‘u Sld ZUI‘E (5)
i=[tT|+1

where, in order to obtain exact invariance to f§ (the vector of parameters
characterizing d,), v, . are the residuals from the ordinary least squares (OLS)

regression of y, on x,, for t = 1,. ., Lz7]. In the constant case x,=1),
e.g.
[T}
e =y — ¥(v)  with y(t ZJ’:

that is, the data are de-meaned overt =1, ..., Lz7]. Similarly, o, are the OLS
residuals from the regression of y, on x, for t = <7+ 1,..., T.

'An I(1) series is defined to be the one formed from the accumulation of an I(0) series.
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Remark 1. Recall that the standard stationarity test of KPSS rejects H, in
favour of the alternative of constant /(1) behaviour for large values of the
statistic

T ‘
=720 ZS,Z, S = Zei (6)
=1 i=1

where e, are the OLS residuals from the regression of y,on x,, t = 1,..., T,
and @ is an estimator of the long-run variance, ®?, which is consistent under
Hy and has the form

o = Ti k(%)?(j . Z oy (7)

Jj=—T+1 t lj|+1

where m is a bandwidth parameter and (‘) is a weighting function. KPSS
assume Bartlett weights; i.e. 1/m + T7"m -0 as T— oo and k(x) =
1 — [x[.0(Jx| < 1). The statistic K is of O,(1/m) under the constant /(1) model
(see Kwiatkowski et al., 1992, p. 169). Notice, therefore, that the numerator
(denominator) of the statistic K(7) is nothing other than a standard KPSS
stationarity test statistic applied to the second (first) sub-sample of the data,
but without any long-run variance estimator used to scale the statistic.

As the true changepoint, t*, is assumed to be unknown, Kim (2000), Kim
et al. (2002) and Busetti and Taylor (2004) consider three statistics based on
the sequence of statistics {K(7), © € A}, where A = [t,, 7,] is a compact
subset of [0, 1] with 7; < t* < 1,,. These are:

K= Py € 6/T)
(2
K=T7">" K(s/T)
s=|tuT|
7T
=In{ 7! Z exp( s/T)> ,
s=|tT]

where 7, = LruTJ - Lr,TJ + 1. The first of these, after Andrews (1993), takes
the maximum over the sequence, the second uses Hansen’s (1991) mean score
statistic, and the third, Andrews and Ploberger’s (1994) mean-exponential
statistic.

Busetti and Taylor (2004) demonstrate that for 0 <t <1, and under the
condition that both [ x( s)'ds and [ x(s)x(s)'ds are positive definite,

a)ilT 1/2(SLT-J,n(')7SLTAJ,d(.)) = (Nv(‘v ')7Dv('7 )) (8)

where ‘=’ is used to denote weak convergence as 7 — oo and where
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X /Trx(s)ds, re (t,1], ¥

and
Du(t,r) = W(r) — /0 () () ( /O Tx(r)x(r)/dr>_l /0 "x(s)ds, r€ 0,1,
(10)

with W,(-) a standard Brownian motion process on [0, 1]: here defined
by

[rT)
co_lT_l/2th = W,(r), rel0,1].

=1
In the de-meaned case (d, = f3y), e.g., equations (9) and (10) reduce to
Na(t,7) = Wo(r) = () — (r = D) (1 — ) {0 (1) = Wile)}
Dy(t,r) = W,(r) — rt” ' W, (7).
The limiting distributions of the three statistics K;, K, and K3 under H,,

then follow directly from (8), using applications of the continuous mapping
theorem (CMT); viz.,

K; = sup A(7) (11)
TE€[t1,1]
K= [ A()de (12)

T

K= 1n{/:' exp (%A(r))dr} (13)

(1—1)"2 frl Ny(t,r)* dr
2 fOTDv(r,r)2 ar

where

A1) =

Notice that these limiting representations do not depend on the long-run
variance, w?, although no long-run variance estimators are used in calculating
the statistics.

In order to test Hy against the /(1)-/(0) change DGP (H;,), Busetti and
Taylor (2004) propose further tests based on the sequence of reciprocals of
K(7), T € A; precisely,
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(/)"

K| = max K
s€{|nT || wT)}

[TMTJ

Ky=1"") K(s/T)"

s=|uT|

[T
1
Ki=Inq 7" ) exp(EK(s/T)_1> :

s=|tT|

and, in order to test against an unknown direction of change [i.e. either a
change from /(0) to /(1) or vice versa], they also propose

K4 = max(Kl,K{), KS = max(Kz,Ké), K6 = max(Kg,Kg)

and again the limiting distributions of these six statistics under H, follow
straightforwardly from equation (8) and applications of the CMT.

As regards test consistency, under Hy, it is shown in Busetti and Taylor
(2004) that K, to K are each of O,(T%), while K| to K} are each of O,(1).
Similarly, under H,o, Busetti and Taylor (2004) show that K| to K} and K4 to
K¢ are each of Op(Tz), while K to K5 are of O,(1). Thus, tests which reject for
large values of K to K3 can be used to detect Hy;, while tests which reject for
large values of K| to K} can be used to detect Hio, and, finally, tests which
reject for large values of K4 to K¢ can be used to detect either Hy, or Hio.

It is also shown in Busetti and Taylor (2004) that all of the foregoing
statistics share the important property that they do not diverge against constant
I(1) processes. Consequently, the ratio-based tests will not be consistent
against constant /(1) processes. This property is not shared by either the LBI-
based persistence change tests of Busetti and Taylor (2004) or the full- and
sub-sample KPSS tests, all of which are based on statistics which diverge
against series which are /(1) throughout. These tests are therefore not useful as
persistence change tests and will not be discussed further in this paper.

IV. Ratio-based fluctuations tests

The KPSS statistic, K, essentially maps the sequence {S;} (defined in
Remark 1) onto [0, 1] by properly averaging the squared values of the
sequence. However, as Xiao (2001, p. 88) argues, ‘... fluctuation tests can
provide another way to distinguish between stationary and unit root
processes’: such tests can clearly be obtained simply by taking different
mappings of the sequence {S,}. For example, if the supremum of the
absolute value of {S,} is considered, then the maximal recursive-estimates
stationarity test proposed in Xiao (2001) is obtained which rejects H, for
large values of the statistic

© Blackwell Publishing Ltd 2005



214 Bulletin

KS =T7""2¢" max |S,].
=1,...,T
By taking the range of {S;}, the re-scaled range test which rejects H, for large
values of statistic

RS = T*I/zdfl( max S, — min_S;),
=1,.T t=1,..T

is obtained.

Under the constant /(1) model, Xiao (2001, p. 94) demonstrates that KS is
of O,(T/m), while Cavaliere and Taylor (2003) show that the same rate
applies in this case to the RS statistic. Summarizing the simulation evidence
provided in his paper comparing the K and KS tests, Xiao (2001, p. 99) states
that ‘It is clear from the Monte Carlo evidence that in general these two tests
have very similar finite sample behavior . ..’. Moreover, Cavaliere and Taylor
(2003) compare the power properties of the K, RS and KS tests and conclude
that the RS test is competitive on power, often outperforming the KPSS K
test.

Given these encouraging results for applying fluctuation statistics to testing
H, against the constant /(1) alternative, it seems worthwhile exploring
persistence change tests based on sub-sample implementations of (long-run
variance uncorrected) KS and RS fluctuation statistics. Specifically, and by
analogy to equation (4), we therefore consider tests based on the two ratio
statistics:

(T — LTTJ)_I/z max  |S;,(7)]
t=|1T|+1,...,T
KS(1) = (14)

T2 S
[T t:g}gﬁml 1 (7)]

(T — [T J)—W( max  S,.(t)—  min St,n(r))
RS(x) = - Sl (15)
|17 ( max | S.4(x) = _min st,d(r))

where S, ,(7) and S, ,(7) are as defined in equation (5).

As the true breakpoint t* is unknown, as might be the direction of
change, under the alternative of a change in persistence, we may, as with the
tests of section III, consider tests based on the sequences of ratio statistics
{KS(), T € A}, {RS(z), T € A}, {KS(t)™", 7€ A} and {RS(x)"', v € A}.
We shall denote the resulting statistics as KS, . ..,KSs and KS7, ..., KS} for
the tests based on the {KS(7)} sequence, and RS, ...,RSs and RS}, ..., RS,
for the tests based on the {RS(r)} sequence, with an entirely obvious
notation.
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We now establish the limiting distributions of our proposed statistics
under the null, Hy. Using equation (8) and applications of the CMT,
we obtain immediately that for the maximal recursive-estimates-based
tests,

KS; = sup B(r), KS| = sup B(z)"' (16)
T€[T1,T4] T€[17,1,]
kS = | B(x)dr, KS§:>/MB(I)1dr (17)
T/ T
T 1 , Tu 1 1
KS; = In exp EB(’E) dty, KS;=1In exp EB(‘E) dt
T T
(18)

where

(1 - T)_l/z SUP;e (1,1 |NU(T7S)’
12 SUPse(0,1] ‘DU(L S)|

B(7) =

while for the re-scaled range-based tests,

RS, = sup C(t), RS;= sup C(z)”' (19)
TE€[T1,T4] T€[T7,Tu]
RS, = | C(o)dr, RS, = / uC(r)fldr (20)
T T
Ty 1 p Tu 1 -1
RS; = In exp EC(’L’) dre, RS;=In exp EC(T) dr
T] T
(21)

(1= 1) sup, yeqeny INo(2,8) = No(z, )|
171/2 Sups,s’e[o,r] ‘DU(T7 S) - DU(Tv S,)|

C(r) =

Notice that, as with the persistence change statistics of section III, these
limiting representations do not depend on the long-run variance, ®?,
although no long-run variance estimators are used in calculating the
statistics.

Finally, for the KS, statistic, for example, noting that the function max(x, y)
is continuous in both arguments, it follows immediately from equation (16)

and the CMT that
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KSy = max{ sup B(t), sup B(r)_l}.
€17, TE€[11,T4]
The corresponding results for KSs, KSs, and RSy, ...,RSs, follow from
equations (17)—(21) and applications of the CMT in exactly the same way.

Under Hpy, the first sub-sample residuals o,., ¢ = 1,...,[tT], are
clearly of O,(1) provided t < t*, but are of O,(T 12y otherwise. The second
sub-sample residuals, 7;., are seen to be of OI,(T”Z), t=ltrl+1,...,T,
regardless of t. Therefore, it follows immediately that for 7 < t*, KS(1)
and RS(t) of (14) and (15) are both of O,(7), while for t > t*, they are
both of O,(1). Consequently, KS; to KSs and RS, to RSe are of O,(T)
under Hy;, while KS] to KS; and RS to RS; are of O,(1) under Hy,.
Under H, y; is Op(Tl/z) for t = 1,...,|_7:*TJ and, hence, the first sub-
sample residuals, 0,., ¢ = 1,...,[tT], are also of OP(TI/Z), regardless of .
For ©>t*, the second sub-sample residuals #,., are of O,(l), t=
Lt7|+1,...,7, but are otherwise oT 12 Consequently, KS(r) and
RS(7) are both of O,(T" Y for all t > t*, but O,(1) otherwise. Therefore,
KS4 to KSg, RSs to RSg, KS| to KS; and RS] to RS} are of O,(7) under
Hy;, while KS; to KS; and RS, to RS; are of O,(1) under H,,. Finally, all
of the persistence change statistics considered above are trivially seen to be
of O,(1) against constant /(1) processes.

In section V we use Monte Carlo simulation methods to investigate the
relative size and power properties of the tests proposed in this section vis-a-vis
the corresponding tests of section III. We also provide both finite-sample and
asymptotic critical values for the various tests discussed.

V. Numerical results
Critical values

Table 1 reports both finite-sample and asymptotic upper tail null critical
values for the K to K¢ and K| to K} persistence change tests of section III,
while Tables 2 and 3 report the corresponding quantities for the KS; to KSg
and KS| to KSj, and the RS; to RS and RS] to RS} tests, respectively, of
section IV.? Precisely, the finite-sample critical values of Tables 1-3 were
obtained by Monte Carlo simulation using pseudo-data generated according to
the pure-noise DGP:

y,zstwn.i.i.d.((),l), t= 1,...,T.

2In what follows, we will, at times, refer to these generically as the KPSS-, KS- and RS-based tests,
respectively.
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TABLE 1
Critical values for KPSS-based tests of stationarity against a change in persistence

T K, K, K, K} K, K K, Ks K

(4) De-meaned case
60
10% 12.56 3.56 3.52 12.64 3.57 3.53 16.71 4.72 5.31
5% 16.90 4.72 5.39 16.78 4.73 5.34 21.46 5.95 7.50
1% 28.93 7.87 11.08 28.43 7.89 10.87 34.76 9.36 14.00
120
10% 12.92 3.50 3.42 12.93 3.53 3.45 16.95 4.62 5.14
5% 16.97 4.56 5.14 17.16 4.67 5.23 21.70 5.85 7.28
1% 28.31 7.52 10.37 28.83 7.78 10.63 34.22 9.26 13.23
240
10% 13.34 3.52 3.43 13.26 3.52 3.41 17.52 4.63 5.14
5% 17.69 4.61 5.19 17.61 4.66 5.18 22.20 5.82 7.24
1% 29.11 7.59 10.41 29.22 7.63 10.42 34.45 9.07 12.92
00
10% 13.87 3.55 3.45 13.65 3.50 3.39 18.07 4.63 5.12
5% 18.33 4.67 5.22 18.08 4.59 5.11 22.95 5.90 7.24
1% 30.26 7.74 10.51 29.91 7.72 10.41 35.98 9.35 13.22

(B) De-meaned and de-trended case
60
10% 6.74 243 1.60 6.78 2.44 1.61 8.44 2.99 2.12
5% 8.47 2.97 2.12 8.53 3.00 2.15 10.39 3.56 2.78
1% 13.23 4.40 3.93 13.11 4.41 3.88 15.73 5.06 4.88
120
10% 6.65 2.36 1.51 6.72 2.37 1.53 8.27 2.90 1.99
5% 8.28 2.89 1.99 8.35 291 2.01 9.98 3.46 2.55
1% 12.60 4.23 3.47 12.37 4.22 3.44 14.48 4.86 4.25
240
10% 6.79 2.35 1.50 6.74 2.34 1.49 8.32 2.86 1.94
5% 8.39 2.86 1.95 8.34 2.86 1.94 10.05 341 2.48
1% 12.58 4.18 3.37 12.35 4.18 3.28 14.49 4.79 4.09
00
10% 7.00 2.36 1.50 7.00 2.36 1.50 8.61 2.88 1.95
5% 8.68 2.89 1.97 8.64 2.88 1.96 10.38 342 2.49
1% 12.92 4.20 3.38 13.00 4.19 3.40 14.94 4.84 4.14

Results are reported for de-meaned (x; = 1) and de-meaned and de-trended
[x, = (1, ©)'] data in panels A and B of the tables, respectively. In each
case, finite-sample critical values are given for 7= 60, 120 and 240, while
the rows labelled ‘co’ give asymptotic critical values for the tests, obtained
by direct simulation of the appropriate limiting functionals of sections III
and IV using discrete approximations for 7 = 1,000. For each test we
used A =[0.2, 0.8], as is typical in this literature; this choice is applied
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TABLE 2

Critical values for maximal recursive-estimates-based tests of stationarity against a change in
persistence

T KS, KS, KS; KS1 KS; KS; KS, KSs KSs

(4) De-meaned case
60
10% 3.06 1.62 0.86 3.06 1.63 0.86 3.51 1.85 0.98
5% 3.53 1.84 0.98 3.52 1.85 0.99 3.98 2.05 1.11
1% 4.57 232 1.27 4.60 233 1.27 5.08 2.53 1.39
120
10% 2.94 1.58 0.83 2.94 1.58 0.83 3.32 1.78 0.94
5% 3.34 1.78 0.94 3.34 1.78 0.94 3.73 1.97 1.05
1% 4.23 222 1.19 4.23 2.24 1.20 4.62 2.42 1.31
240
10% 2.88 1.55 0.81 2.87 1.56 0.81 3.23 1.74 0.92
5% 3.24 1.74 0.91 3.25 1.75 0.92 3.60 1.93 1.02
1% 4.05 2.16 1.14 4.06 2.17 1.15 4.38 233 1.24
00
10% 2.81 1.53 0.79 2.80 1.52 0.79 3.14 1.71 0.89
5% 3.16 1.71 0.89 3.15 1.71 0.89 3.48 1.89 0.99
1% 393 2.12 1.12 391 211 1.11 425 2.29 1.21

(B) De-meaned and de-trended case
60
10% 2.57 1.46 0.76 2.56 1.47 0.76 2.89 1.62 0.85
5% 2.90 1.62 0.85 291 1.62 0.85 3.23 1.77 0.93
1% 3.71 1.95 1.03 3.70 1.96 1.04 4.07 2.10 1.12
120
10% 2.41 1.42 0.73 2.41 1.42 0.73 2.66 1.56 0.81
5% 2.67 1.56 0.80 2.68 1.56 0.81 2.92 1.70 0.88
1% 3.26 1.87 0.97 3.27 1.86 0.97 3.52 2.00 1.04
240
10% 2.32 1.39 0.72 2.32 1.39 0.71 2.55 1.52 0.78
5% 2.57 1.52 0.79 2.56 1.52 0.78 2.79 1.65 0.85
1% 3.09 1.81 0.94 3.09 1.81 0.94 3.32 1.93 1.00
00
10% 2.26 1.37 0.70 2.25 1.37 0.70 2.46 1.49 0.77
5% 2.48 1.50 0.77 2.47 1.49 0.76 2.67 1.61 0.83
1% 2.94 1.76 0.91 2.94 1.76 0.90 3.14 1.88 0.97

throughout this section of the paper. The simulations were performed using
80,000 Monte Carlo replications and the RNDN function of Gauss 3.2.

Size properties

In this section, we use Monte Carlo simulation methods to investigate the
behaviour of the KPSS-based tests of section III relative to the corresponding
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TABLE 3
Critical values for re-scaled range-based tests of stationarity against a change in persistence

T RS, RS, RS; RS, RS} RS} RS, RS RS,

(4) De-meaned case
60
10% 2.44 1.48 0.76 245 1.48 0.76 2.75 1.64 0.85
5% 2.77 1.63 0.85 2.77 1.64 0.85 3.08 1.79 0.93
1% 3.53 1.97 1.03 3.52 1.99 1.04 3.86 2.12 1.12
120
10% 2.27 1.43 0.73 2.28 1.43 0.73 2.53 1.57 0.81
5% 2.54 1.57 0.81 2.54 1.57 0.81 2.78 1.70 0.88
1% 3.11 1.87 0.97 3.12 1.87 0.97 3.36 2.00 1.04
240
10% 2.19 1.40 0.72 2.19 1.40 0.72 242 1.54 0.79
5% 243 1.54 0.79 242 1.54 0.79 2.64 1.66 0.85
1% 293 1.82 0.93 2.92 1.82 0.93 3.12 1.93 0.99
00
10% 2.12 1.38 0.70 2.12 1.38 0.70 232 1.50 0.77
5% 2.32 1.50 0.77 2.33 1.50 0.77 2.51 1.62 0.83
1% 2.76 1.77 0.90 2.76 1.77 0.90 2.95 1.87 0.96

(B) De-meaned and de-trended case
60
10% 2.50 1.45 0.75 2.49 1.45 0.75 2.80 1.60 0.83
5% 2.81 1.59 0.83 2.82 1.60 0.83 3.12 1.73 091
1% 3.59 1.90 1.00 3.58 1.91 1.01 3.92 2.04 1.08
120
10% 2.31 1.40 0.72 2.32 1.40 0.72 2.55 1.53 0.79
5% 2.56 1.53 0.79 2.56 1.53 0.79 2.79 1.65 0.85
1% 3.11 1.81 0.94 3.12 1.81 0.94 3.34 1.92 1.00
240
10% 2.22 1.38 0.70 2.22 1.37 0.70 243 1.49 0.77
5% 2.44 1.49 0.77 2.44 1.49 0.77 2.65 1.61 0.83
1% 2.92 1.75 0.91 2.93 1.75 0.90 3.12 1.86 0.96
00
10% 2.15 1.35 0.69 2.14 1.35 0.69 2.33 1.46 0.75
5% 2.34 1.46 0.75 2.33 1.46 0.75 2.52 1.57 0.80
1% 2.76 1.70 0.87 2.77 1.70 0.87 2.94 1.80 0.92

KS- and RS-based tests proposed in section IV when applied to data generated
by the following constant parameter stable and invertible autoregressive
moving average (ARMA) process:

Vi=¢y1+e&—0e, t=-100,...,T, (22)

with ¢, ~ n.i.i.d.(0, 1), and the design parameters ¢ € {0.0, 0.50, 0.90} and
0 € {0.0, £ 0.6}.> Notice that, in all cases, y, is an (0) process and, hence,

*Results are not presented for ¢ = 0 = 0 since exact critical values were used.
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Hy holds. However, other things equal, y, increasingly resembles an
I(1)(I(—1)) process in finite samples as ¢(6) tends towards unity. Results are
reported for de-meaned (x, = 1) and de-meaned and de-trended [x, = (1, #)]
data in panels A and B of the tables, respectively. Notice that, because of
invariance, we have set d, = 0 with no loss of generality.

Table 4 reports the empirical rejection frequencies of the tests of sections
III and IV for T = 60. Only results pertaining to the K; to K¢, KS; to KSg and
RS to RS; tests are reported: results for the K| to K}, KS| to KSj, and RS to
RS, tests were virtually identical to those given for K to K3, KS; to KS;, and
RS to RSj, respectively. All tests were run at the nominal 5% level using the
relevant finite-sample critical values from Tables 1-3. In order to control for
initial effects, the first 100 observations were discarded.

Consider first the results for the KPSS-based tests K; to K¢. As a general
rule, size distortions are lowest, other things equal, for the tests based on
Hansen’s (1991) mean score (K, and Ks). The tests based on Andrews’ (1993)
maximum statistic and Andrews and Ploberger’s (1994) mean-exponential
statistic display similar distortions which are, in general, rather worse than for
the mean score tests. In the case of the KS-based tests (KS; to KS¢) and the
RS-based tests (RS; to RSs), the pattern is different with the worst distortions
tending to be seen in the maximum statistics and the smallest distortions seen
with the mean score tests.

In terms of a relative comparison between the KPSS-, KS- and RS-based
persistence change tests, the KPSS-based tests tend to fare best in the case of
Andrews’ (1993) maximum statistic in both the de-meaned and de-meaned
and de-trended cases. The KPSS-, KS- and RS-based tests display broadly
comparable distortions in the mean-exponential case when the data are
de-meaned, but the KPSS-based tests display greater size distortions than the
KS- and RS-based tests in the de-meaned and de-trended case. Finally, for the
mean score case, the KS- and RS-based tests perform very similarly to one
another and rather better overall than the corresponding KPSS-based tests in
both de-meaned and de-meaned and de-trended environments.

Size distortions for all of tests tend to be worse, other things equal, for
the de-meaned and de-trended case than for the de-meaned case, with the
exception of ¢ = 0, 6 = 0.6, where the reverse is true. Although not reported
here, corresponding results for 7= 120 and 240 are presented in the
accompanying working paper (Taylor, 2004), where it is shown that in all
cases size distortions are also ameliorated, other things equal, as the sample
size is increased, as predicted by the limiting distribution theory. It is fair to
say, however, that for all of the tests, finite-sample size distortions can be quite
high, with large values of ¢ combined with large negative values of 0 causing
the tests the greatest problems. A comparison of the results in Table 4 with the
results reported in Kwiatkowski ef al. (1992; Table 3, p. 171) and Xiao (2001,
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Empirical rejection frequencies of nominal 5% tests against a change in persistence: DGP (5.1), T = 60

TABLE 4

¢ 0 K, K, K, Ks K; K¢ KS, KS;, KS, KSs KS; KS¢ RS, RS, RS, RSs RS; RS
(4) De-meaned case
0.0 0.6 0.4 0.4 0.5 0.4 0.4 0.4 0.4 0.3 1.0 0.9 0.8 0.6 0.5 0.4 0.8 0.6 0.7 0.5
-0.6 6.7 9.1 6.3 8.5 6.8 9.2 7.7 100 6.4 8.1 6.9 9.0 9.0 122 6.9 8.8 7.4 9.7
0.5 0.0 11.1 16.0 94 136 112 160 13.1 176 89 120 105 147 153 21.8 9.6 133 114 16.0
0.6 2.3 26 27 30 23 2.6 22 2.1 3.1 33 2.8 2.9 1.9 2.1 2.9 3.0 27 2.7
-0.6 136 198 113 166 137 199 168 232 106 151 132 189 205 299 121 173 150 220
0.9 00 369 551 296 477 372 555 428 60.1 244 396 336 526 514 699 270 446 367 579
0.6 256 384 203 324 257 387 272 387 158 241 208 324 302 426 158 238 20.7 319
-0.6 382 567 309 494 385 571 449 630 263 425 360 553 540 73.0 294 479 395 614
(B) De-meaned and de-trended case
0.0 0.6 1.0 0.9 0.6 0.4 0.7 0.7 0.9 0.7 1.8 1.8 1.5 1.4 0.4 0.3 1.2 1.1 1.0 0.8
-0.6 94 132 7.6 10.6 92 133 108 142 6.8 8.9 7.8 104 11.1 146 7.2 9.6 82 112
0.5 00 185 266 134 198 182 266 197 270 103 143 131 188 205 28.0 11.0 157 13.8 202
0.6 22 24 24 2.8 20 24 2.1 2.3 3.1 35 2.9 3.1 1.9 2.0 3.0 33 2.6 2.9
-0.6 247 363 172 26.1 244 363 279 392 134 192 182 27.0 287 40.1 142 212 192 290
0.9 00 599 785 440 655 590 785 619 79.0 302 479 444 653 634 803 319 517 459 68.0
0.6 302 424 219 329 302 429 288 387 137 195 192 279 304 409 149 221 206 3038
-0.6 634 824 478 703 627 825 669 843 342 544 499 722 682 853 359 580 51.1 744
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Tables IV-V, pp. 97-98), however, shows that these distortions are far less
serious than for the corresponding full-sample KPSS and KS tests when a
small bandwidth is used in the long-run variance estimator, & of equation (7),
and are roughly comparable where a sample-size-dependent bandwidth is
used.

Although the original ratio-based tests of Kim (2000), Kim et al. (2002)
and Busetti and Taylor (2004) were based on statistics where no variance
estimator is employed, Leybourne and Taylor (2004) have recently discussed
tests based on statistics where the numerator and denominator of equation (4)
are scaled by appropriate sub-sample variance estimators. They consider
replacing K(7) of equation (4), for each t € A, by the Studentized statistic
K(t, m) = (@3 ,/®* )K(t), where, @} _ and @3 _ are variance estimators of
the form given in equation (7), but applied only to the first L7 and last
T - Le7] sample observations, respectively, and proceeding as in section III,
replacing K(t) by K(t, m) throughout. It is clear that exactly the same
modification can be applied to the numerator and denominator of both KS(t)
of equation (14) and RS(7) of equation (15).

Leybourne and Taylor (2004) find that significant improvements are seen
in the finite-sample size properties of the tests based on K(t, m). Unlike with
the full-sample KPSS test, the bandwidth, m, used in K(t, m) does not need to
be of o(T"%) (see Remark 1) to obtain pivotal limiting distributions. Indeed,
Leybourne and Taylor (2004) find that setting m = 1 provides a useful
pragmatic balance between redressing the size problems of the tests yet
keeping power losses against persistence change processes relatively small.
We found much the same to be true of the tests based on the corresponding
modifications of the KS- and RS-based tests. Table 5 reports results for m = 1
and T = 60; results for other values of m and other sample sizes are available
on request. Roughly the same relative comparisons between the different tests
noted above still apply to the modified tests, but across the board size
distortions are very much improved over the corresponding results in Table 4.

Power properties

In this section, we report the empirical rejection frequencies of the tests of
sections Il and IV when the data are generated according to the /(0)-/(1)
switch DGP

yt:szt—l‘i‘Ut, t:_loor'wTu (23)
with p, = p, t = —-100,..., LT*TJ, and p,=1,¢t= Lo*T] + 1,..., T. We
consider the following values for breakpoint and first sub-sample auto-

regressive parameters: t* € {0.25, 0.50, 0.75} and p € {0.0, 0.5, 0.9},
respectively. Results are reported for the noise process v; ~ n.i.i.d.(0, 1).
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TABLE 5

Empirical rejection frequencies of nominal 5% Studentized tests (m = 1) against a change in persistence: DGP (5.1), T = 60

¢ 0 K K, K Ks K; K KS, KS, KS, KSs KS3 KS¢ RS, RSy RS, RSs RS; RSs
(A) De-meaned case
0.0 0.6 2.8 2.9 1.6 1.5 2.5 2.5 2.2 1.9 2.3 1.8 2.2 1.8 32 2.8 20 1.6 2.0 1.6
-0.6 4.0 43 4.5 5.0 4.1 4.5 4.7 4.8 5.0 4.8 5.0 4.9 5.6 58 4.1 3.8 4.2 4.0
0.5 0.0 5.0 5.9 5.1 5.8 5.1 6.1 6.9 7.8 5.1 52 5.5 5.8 89 10.8 42 4.1 4.6 4.7
0.6 3.7 4.0 3.7 4.1 3.6 4.0 33 3.1 44 43 43 4.0 32 3.1 4.1 4.0 39 3.8
-0.6 4.1 4.5 4.3 4.9 43 4.5 6.3 6.7 4.4 43 4.7 4.7 7.9 89 3.0 2.5 34 3.0
0.9 0.0 109 145 6.9 88 10.8 145 16.1 202 5.0 5.0 7.1 79 212 273 32 2.8 5.0 5.1
06 166 237 126 182 167 240 198 265 100 124 129 167 256 334 90 11.0 115 146
-0.6 79 100 5.1 6.2 7.9 9.9 133 16.1 39 3.7 53 55 169 207 20 1.4 3.1 2.4
(B) De-meaned and de-trended case
0.0 0.6 5.8 6.4 1.6 1.4 32 3.6 5.0 5.0 3.1 2.9 3.1 3.0 32 30 23 2.2 2.4 2.1
-0.6 3.7 3.9 4.1 4.5 4.0 43 5.0 5.4 37 3.7 3.9 3.9 5.0 54 39 3.8 4.0 4.0
0.5 0.0 6.6 7.7 5.6 6.6 6.4 7.8 95 112 43 44 4.9 51 10.1 12.0 4.6 4.8 5.3 5.8
0.6 4.0 4.6 3.6 4.0 3.6 4.2 3.7 3.7 43 4.6 4.1 4.4 32 3.1 41 4.4 39 4.2
-0.6 5.0 5.4 4.0 4.2 4.7 5.1 8.4 8.9 2.8 2.5 3.3 3.0 8.8 9.7 32 2.8 3.7 34
0.9 00 223 298 105 134 195 263 259 327 3.5 34 6.1 6.5 298 379 48 5.0 8.1 9.2
06 199 269 141 19.6 193 266 222 284 8.4 9.8 10.7 133 249 323 98 120 126 163
-0.6 16.1 209 6.6 7.7 134 173 200 24.1 2.0 1.6 3.3 30 241 293 29 2.5 4.7 4.6
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Qualitatively similar conclusions are drawn for other values of 7* and p, and
from size-adjusted results for other stable and invertible noise processes; these
results are available on request. Again we have set d, = 0 because of the
invariance properties of the tests considered, and have discarded the first 100
observations to control for initial effects.

Table 6 reports results for 7= 60 for tests run at the nominal 5% level,
again using the relevant finite-sample critical values from Tables 1-3. Results
are reported only for the K; to K4, KS; to KSs and RS to RS, tests, as the K|
to K%, KS| to KS}, and RS| to RS} tests are all inconsistent against the /(0)—
I(1) switch DGP. Results pertaining to de-meaned, and de-meaned and
de-trended data are again reported in panels A and B of the tables,
respectively.

Summarizing the results in Table 6, in general, the KPSS-based tests obtained
from Hansen’s (1991) mean score display superior power to the corresponding
KS- and RS-based tests, while for the tests derived from Andrews’ (1993)
maximum statistic, the RS-based tests tend to be more powerful than the
corresponding KS-based tests which in turn tend to be more powerful than the
corresponding KPSS-based tests. For the tests based on Andrews and Ploberger’s
(1994) mean-exponential statistic, the KPSS-, KS- and RS-based tests display
broadly comparable power properties in the de-meaned case, while in the
de-meaned and de-trended case, the KPSS-based tests tend to outperform the
corresponding RS-based tests which in turn outperform the corresponding
KS-based tests. Finally, it is worth noting that, other things equal, for all the tests
power is not necessarily lower in the de-meaned and de-trended case than for the
de-meaned case; this phenomenon is also apparent in the simulation results
presented in, e.g. Kwiatkowski et al. (1992; Table 4, p. 172). Corresponding
results for 7' = 120 and 240 are again reported in Taylor (2004), where, as
expected, power increases with the sample size throughout, other things equal.

Table 7 reports results for the corresponding Studentized tests (cf. Table 5)
based on K(z, m) form = 1 and T = 60; again results for other values of m and
other sample sizes are available on request. Again, roughly the same relative
comparisons between the different tests noted above still apply to the modified
tests, butin all cases power is reduced relative to Table 4. Taken in tandem with the
results reported in section V, this reflects the usual size—power trade-off decision.

Although not reported, we also considered the corresponding /(1)-(0)
switch DGP. These experiments yielded very similar results to those observed
in Tables 67 for the K4 to K¢, KS,; to KSe, and RS, to RS, tests on switching
t* for (1 — t%*), noting that this model can also be viewed as a process with a
switch from /(0) to /(1) at (1 — 7*) when the data are taken in reverse order.
Similarly, in this case, the K}, j=1,...,3, KS}7 j=1,...,3, and RS]’.,
j = 1,...,3, tests displayed almost identical rejection frequencies for a given
t* to the corresponding results for the K, j =1,...,3,KS,,j=1,..., 3,
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TABLE 6
Empirical rejection frequencies of nominal 5% tests against a change in persistence: DGP (5.2), T = 60

P T* Kl K4 K2 K5 K3 K() KS] KS4 KSZ KS5 KS3 KS() RSI RS4 RS2 RS5 RS3 RS6

(4) De-meaned case

0.0 025 922 93.0 862 892 923 932 940 944 754 80.9 881 909 962 965 787 84.0 899 92.6
050 932 91.8 942 925 936 92.1 93.6 92.1 935 909 945 927 944 931 943 92.1 954 93.7
075 80.5 76.1 844 81.1 813 768 783 732 843 806 837 798 766 714 838 79.7 834 793

05 025 825 863 748 814 827 8.7 854 888 638 724 773 838 894 920 671 760 7983 86.3
050 82.0 81.3 827 80.7 827 819 831 84 804 767 836 81.7 856 850 817 783 848 83.0
075 643 599 684 642 655 608 638 59.7 672 623 680 633 642 61.1 658 60.7 669 62.6

09 025 620 763 535 707 623 768 670 80.1 441 62.0 568 741 748 862 47.1 665 599 782
050 60.7 710 556 658 614 71.6 654 753 489 57.1 585 69.1 728 825 51.1 613 607 73.1
075 519 626 472 570 526 632 565 672 41.0 49.1 495 60.7 640 758 429 531 515 650

(B) De-meaned and de-trended case

00 025 883 908 788 829 881 908 874 900 620 652 767 81.1 8.6 909 639 69.1 781 83.1
050 869 873 87.1 854 884 883 834 843 798 751 836 819 843 850 8.1 77.6 846 835
075 724 667 770 719 755 695 656 603 713 649 71.8 658 659 600 724 663 73.0 670

05 025 792 86.6 677 769 79.0 868 788 863 514 588 660 756 802 874 531 628 675 779
0.50 744 800 700 722 753 804 72.1 78.6 588 567 663 693 737 799 607 602 680 718
0.75 60.6 603 579 549 621 612 581 589 494 445 538 515 592 601 510 469 558 53.6

09 025 707 858 560 750 69.7 857 720 863 40.1 576 555 748 734 875 418 612 568 769
050 68.0 837 533 719 671 836 695 845 385 544 527 719 707 857 403 58.1 542 743
0.75 66.0 819 503 695 649 817 673 826 355 515 501 694 69.0 841 372 554 515 719
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TABLE 7

Empirical rejection frequencies of nominal 5% Studentized tests (m = 1) against a change in persistence: DGP (5.2), T = 60

P T* Kl K4 Kz K5 K3 K6 KSl KS4 KS2 KS5 KS3 KS6 RS] RS4 RSZ RS5 RS3 RSG

(A) De-meaned case

0.0 025 729 68.6 544 483 724 68.6 762 732 29.6 210 510 440 855 820 292 19.0 489 381
0.50 82.1 758 843 782 835 775 828 774 807 711 844 770 876 822 840 744 872 799
0.75 707 623 793 733 735 650 684 603 794 730 787 719 669 580 785 71.0 778 705

0.5 025 475 449 325 282 477 455 514 507 155 108 274 226 582 556 120 69 21.1 15.0
0.50 532 46.1 565 47.0 56.0 483 553 49.7 46.1 327 529 411 588 512 406 269 472 344
0.75 388 29.6 512 416 426 323 396 314 475 366 477 369 366 286 368 257 375 27.0

09 025 226 261 144 153 227 264 268 31.7 6.9 6.1 112 11.3 314 363 4.2 32 7.1 6.4
0.50 232 235 18.0 152 237 239 274 288 10.0 6.5 145 114 31.0 33.0 59 3.5 9.2 6.5
0.75 183 174 154 126 187 178 223 226 9.5 6.7 122 9.7 247 27.1 5.1 34 7.3 5.7

(B) De-meaned and de-trended case

0.0 025 733 693 527 445 702 66.6 735 69.7 260 158 40.6 294 785 751 315 213 463 36.1
0.50 80.1 744 815 745 835 779 768 715 679 541 735 624 800 743 726 614 773 682
0.75 689 595 773 702 754 672 63.1 540 707 60.6 71.0 613 645 541 726 638 727 64.1

0.5 025 49.1 485 302 248 457 450 495 492 113 63 19.0 12.6 558 562 147 9.3 233 172
0.50 485 447 454 362 515 459 467 452 253 149 323 215 520 496 306 199 376 27.1
0.75 377 294 408 31.7 421 331 382 308 294 192 321 219 411 33.0 322 223 349 250

09 025 325 388 161 169 28.6 34.6 335 40.1 5.0 3.6 8.7 7.7 39.8 4638 6.7 56 114 110
0.50 30.0 355 155 158 268 315 313 374 5.1 3.6 8.6 72 374 43.6 6.9 55 112 103
0.75 277 321 13.8 144 242 287 29.7 348 4.8 3.5 8.0 6.8 351 40.7 6.5 55 104 9.7
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and RS;, j = 1,..., 3, tests for (1 — v*) in Tables 6 and 7. Full details of these
experiments are available on request.

VI. Empirical application

In this section, we apply the tests discussed in this paper to the quarterly US
inflation rate series originally analysed in Busetti and Taylor (2004). The data
are observed for the period 1960Q2-2000Q4. Busetti and Taylor (2004) apply
the un-Studentized KPSS-based statistics of section III to these data. Panel A
of Table 8 replicates their results for the K to K3 and K] to K} tests (first row),
together with the results for the KS- and RS-based tests of section IV. Panel B
reports results for the corresponding Studentized tests. As in Tables 5 and 7,
the Studentized statistics are run with a bandwidth of m = 1.

Considering the un-Studentized statistics first, we see that the outcomes of
the KS- and RS-based tests are in concert with those of the KPSS-based tests
with each of the K]’., KS]’. and RS}, j = 1,2, 3 tests rejecting Hy in favour of
H,y, a change in persistence from /(1) to /(0), at the 1% level. Notice also from
these results that each of the K4 to K¢, KS4 to KSs and RS, to RS tests yield
outcomes which are significant at the 1% level. Turning to the Studentized
results, we see that for all tests the strength of the rejections is much reduced,
as expected, given the simulation results in section V. The KPSS-based tests
now yield no significant evidence against H, even at the 10% level. However,
the outcome of K is significant at the 10% level, while the outcomes of the
RS} and RS, tests are both significant at the 5% level, consistent with the
simulation evidence noted in section V for the tests derived from Andrews’
(1993) maximum statistic. As discussed in Busetti and Taylor (2004), the
estimated breakpoint occurs at 1990Q4.

TABLE 8

Results of persistence change tests for US inflation rate

K\/KSi/RS, K!|/KS|/RS| K»/KS)/RS, K}/KS)/RS, Ks/KSy/RSs K}/KS}/RS}
(A) Un-Studentized tests

KPSS-based 16.84* 151.91%**%  1.80 21.38%%* 4.08* 72.37***

KS-based 4.70%** 12.31%*%*%  1.05 3.16%** 0.71 3.67***

RS-based 4.80%%* 9.32%** 1,08 3.02%** 0.74* 2.61%%*
(B) Studentized tests

KPSS-based 2.57 8.79 0.80 2.53 0.45 2.09

KS-based 1.84 2.94%* 0.90 1.37 0.47 0.74

RS-based 1.88 2.51%* 091 1.35 0.48 0.71*

Note: The superscripts *, ** and *** denote rejection of H, at the 10%, 5% and 1% levels,
respectively, using asymptotic critical values.
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TABLE 9
Results of persistence change tests for US inflation rate with estimated level shift at 1982
K(0.55) K(0.557" KS(0.55) KS(0.557" RS(0.55) RS(0.55)7!

Un-Studentized  0.02 43.54%**% (.19 5.27%** 0.23 4.30%**
Studentized 0.15 6.84%* 0.48 2.09%* 0.59 1.71%*

Note: See Note to Table 8.

The results in Table 8 assume that there are no breaks in the level of the
inflation series. Busetti and Taylor (2004) discuss the problem of testing for
changes in persistence at an unknown point in the sample under a
simultaneous level break. They suggest a two-stage procedure, first estimating
the breakpoint, after Bai (1997), according to

r
T=argmin » ¢&(1)

TeA =1

where {¢(t)}._, are the OLS residuals from the regression of y, on x, =
(1, h(x)Y, where h(t) = I(t > LTtJ). The estimator 7 is then used as if it were
the true breakpoint and, hence, one simply computes in step two the statistic
K (7). The critical values presented for K(7) in Tables 2.1 and 8 of Busetti and
Taylor (2004) are asymptotically valid for K (7). Exactly the same procedure
can be applied to the KS- and RS-based tests, using the statistics KS(7) and
RS(7), respectively. All of these tests may be Studentized in the manner
outlined in section V.

Applying step one of this procedure to the US inflation data yields
7 = (.55, corresponding to a break in level in 1982. The resulting two-stage
statistics computed at this estimated break date are reported in Table 9. Each
of the un-Studentized tests designed for detecting /(1) to /(0) changes rejects
H, at the 1% level, while the tests designed to detect /(0) to /(1) changes again
provide no evidence against the null. Again the evidence against Hy is reduced
when one considers the Studentized tests although each of the tests for /(1) to
1(0) changes still reject Hy at the 5% level.

VII. Conclusions

In this paper, we have proposed a new set of tests for a change in persistence
based on statistics formed from certain functions (namely the maximum, the
mean score and the mean-exponential) of ratios of sub-sample maximal
recursive-estimates (KS) and re-scaled range (RS) fluctuation statistics.
Asymptotic null distributions of the proposed statistics were derived and
associated tables of critical values provided. The consistency of the proposed
tests against persistence change processes was demonstrated. A Monte Carlo
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study comparing the finite sample size and power properties of the proposed
tests with their counterparts formed from sub-sample KPSS-type fluctuation
tests was conducted. The results suggested that the new tests proposed in this
paper provide a very useful complement to the extant KPSS-based tests. In
particular, the functions taken of the sequences of ratios behave differently for
each of the three fluctuation measures, with an evident and useful size/power
trade-off existing between the three. In particular, while the RS- and KS-based
tests proposed in this paper display smaller (larger) size distortions against
weakly dependent /(0) shocks than the corresponding KPSS-based tests for
the mean score (maximum) case, they display lower (higher) power than the
KPSS-based tests when there is a change in persistence. Finally, we applied
the tests to the US inflation rate. When a simultaneous level break was
allowed, the outcomes were consistent with a change in persistence from /(1)
to 1(0) in the early 1980s. Somewhat weaker evidence of an /(1) to /(0) shift,
coupled with a later estimated break date, was found when not allowing for a
simultaneous level break.

Final Manuscript Received: September 2004
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